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Preface

Digital image processing is a widespread subject and is progressing 
continuously. The development of digital image processing has been driven 
by technological improvements in computer processors, digital imaging, and 
mass storage devices. Digital image processing is used to extract valuable 
information from images. In this procedure, it additionally deals with 
(1) enhancement of the quality of an image, (2) image representation, (3) 
restoration of the original image from its corrupted form, and (4) compression 
of the bulk amounts of data in the images to increase the efficiency of image 
retrieval. Digital image processing can be categorized into three different 
categories. The first category involves the algorithm directly dealing with the 
raw pixel values like edge detection, image denoising, and so on. The second 
category involves the algorithm that employs results obtained from the first 
category for further processing such as edge linking, segmentation, and so 
forth. The third and last category involves the algorithm that tries to extract 
semantic information from those delivered by the lower levels such as face 
recognition, handwriting recognition, and so on. This book covers different 
image preprocessing techniques, which are essential for the enhancement of 
image data in order to reduce reluctant falsifications or to improves certain 
image features vital for additional processing and image retrieval. This book 
presents the different techniques of image transformation, enhancement, 
segmentation, morphological techniques, filtering, preprocessing of color 
images, and preprocessing for Deep Learning in detail. The aim of this book 
is not only to present different perceptions of digital image preprocessing to 
undergraduate and postgraduate students, but also to serve as a handbook 
for practicing engineers. Simulation is an important tool in any engineering 
field. In this book, the image preprocessing algorithms are simulated using 
MATLAB®. It has been the attempt of the authors to present detailed examples 
to demonstrate the various digital image preprocessing techniques.

This book is organized as follows:

•	 Chapter 1 gives an overview of image preprocessing. The different 
fundamentals of image preprocessing methods like image correction, 
image enhancement, image restoration, image compression, and the 
effect of image preprocessing on image recognition are covered in this 
chapter. Preprocessing techniques, used to correct the radiometric or 
geometric aberrations, are introduced in this chapter. The examples 
related to image correction, image enhancement, image restoration, 
image compression, and the effect of image preprocessing on image 
recognition are illustrated through MATLAB examples.
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•	 Chapter 2 deals with pixel brightness transformation techniques. 
Position-dependent brightness correction is introduced in this chapter. 
This chapter also gives an overview of different techniques used for 
grayscale transformation like linear, logarithmic, and power–law or 
gamma correction. Different types of linear transformations such as 
identity transformation and negative transformation, different types 
of logarithmic transformation like log transformations, and inverse 
log transformations are also included in this chapter. Different image 
enhancement techniques such as contrast stretching, histogram 
equalization, and histogram specification are also discussed in this 
chapter. The examples related to pixel brightness transformation 
techniques are illustrated through MATLAB examples.

•	 Chapter 3 is devoted to geometric transformation techniques. Two 
basic steps in geometric transformations like pixel coordinate 
transformation or spatial transformation and brightness interpolation 
are discussed in this chapter. Different simple mapping techniques 
like translation, scaling, rotation, and shearing are included in this 
chapter. Also, the affine mapping and different nonlinear mapping 
techniques such as twirl, ripple, and spherical transformation are 
discussed step by step. Various brightness interpolation methods like 
nearest neighbor interpolation, bilinear interpolation, and bicubic 
interpolation are included in this chapter. The examples related 
to geometric transformation techniques are illustrated through 
MATLAB examples.

•	 Chapter 4 discusses different spatial and frequency filtering 
techniques. We explain in this chapter different spatial filtering 
methods such as linear filter, nonlinear filter, and sharpening filter 
smoothing, which includes smoothing linear filters and order-
statistics filters. Various frequency filters like low-pass filter, high-
pass filter, bandpass filter, and band-reject filter are also included. In 
each category of frequency filter, three types of filters are explained: 
Ideal, Butterworth, and Gaussian. The examples related to different 
spatial and frequency-filtering techniques are illustrated through 
MATLAB examples.

•	 The focus of Chapter 5 is on image segmentation. Different 
segmentation techniques such as thresholding-based segmentation, 
edge-based segmentation, and region-based segmentation are 
explained in this chapter. Different methods to select the threshold 
value like the histogram shape-based method, entropy-based 
method, and clustering-based method—which includes k-means 
and Otsu—are discussed in this chapter. Various edge-based 
segmentations like Sobel, Canny, Prewitt, Robinson, Robert, kirsch, 
LoG, and Marr-Hildreth are also explained step by step. Region 
growing or merging, and region splitting methods are included 
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in region-based segmentation. The examples related to image 
segmentation techniques are illustrated through MATLAB examples.

•	 Chapter 6 provides an overview of mathematical morphology 
techniques. Different methods of binary morphology and grayscale 
morphology are discussed in this chapter. Binary morphology 
techniques including erosion, dilation, opening, closing, hit-and-
miss, thinning and thickening, as well as grayscale morphology 
techniques including erosion, dilation, opening and closing are 
explained. The examples related to mathematical morphology 
techniques are illustrated through MATLAB examples.

•	 Chapter 7 deals with preprocessing of color images and preprocessing 
for neural networks and Deep Learning. Preprocessing of color 
images includes pseudo color processing, true color processing, 
different color models, intensity modification, color complement, color 
slicing, and tone correction. Other types of color image preprocessing 
involve histogram equalization, segmentation of color image, and so 
on. Preprocessing for neural networks and Deep Learning includes 
unvarying aspect ratio, scaling of images, normalization of image 
inputs, reduction of data dimension, and augmentation of image 
data. The examples related of preprocessing techniques of color 
images are illustrated through MATLAB examples.

Dr. Jyotismita Chaki
Jadavpur University

Dr. Nilanjan Dey
Techno India College of Technology

MATLAB® is a registered trademark of The MathWorks, Inc. For product 
information, please contact:

The MathWorks, Inc.
3 Apple Hill Drive
Natick, MA 01760-2098 USA
Tel: 508 647 7000
Fax: 508-647-7001
E-mail: info@mathworks.com
Web: www.mathworks.com

http://www.mathworks.com
mailto:info@mathworks.com
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1

1
Perspective of Image Preprocessing 
on Image Processing

1.1  Introduction to Image Preprocessing

Preprocessing is a typical name for procedures applied to both input and 
output intensity images. These images are indistinguishable from the original 
data taken by the sensors. Basically, image preprocessing is a method to 
transform raw image data into a clean image data, as most of the raw image 
data contain noise and contain some missing values or incomplete values, 
inconsistent values, and false values [1]. Missing information means lacking 
of certain attributes of interest or lacking of attribute values. Inconsistent 
information means there are some discrepancies in the image. False 
value means error in the image value. The purpose of preprocessing is an 
enhancement of the image data to reduce reluctant falsifications or to improve 
some image features vital for additional processing [2]. Some will contend that 
image preprocessing is not a smart idea, as it alters or modifies the true nature 
of the raw data. Nevertheless, smart application of image preprocessing can 
offer benefits and take care of issues that finally produce improved global and 
local feature detection [3]. Image preprocessing may have beneficial effects 
on the excellence of feature extraction and the outcomes of image analysis 
[4]. Image preprocessing is similar to the scientific standardization of a data 
set, which is a general step in many feature descriptor techniques. Image 
preprocessing is used to correct the degradation of an image. In that case, some 
prior data or information is important such as information about the nature of 
the degradation, information about the features of the image capturing device, 
and the conditions under which the image was obtained. Figure 1.1 shows the 
steps of image preprocessing during digital image processing.

1.2 � Complications to Resolve Using Image Preprocessing

The following complications can be resolved by using image preprocessing 
techniques.
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1.2.1  Image Correction

Image corrections are generally grouped into radiometric and geometric 
corrections. Some standard correction methods might be completed prior to the 
data being delivered to the user [5]. These techniques incorporate a radiometric 
correction to correct for the irregular sensor reaction over the entire image, and 
a geometric correction to correct for the geometric misrepresentation owing to 
different imaging settings such as oblique viewing [6]. Radiometric correction 
means correcting the radiometric error caused owing to the noise in the 
brightness values of the image. Some common radiometric errors are random 
bad pixels or shot noise, line start/stop problems, line or column dropouts, 
and line or column striping [7]. Radiometric correction is a preprocessing 
method to rebuild physically aligned values by altering the spectral faults and 
falsifications caused by the sensors themselves when the individual detectors 
do not function properly, or are not properly calibrated for the sun’s direction 
and or landscape [8]. For example, shot noise, which is generated when random 
pixels are not recorded for one or more band, can be corrected by identifying 
missing pixels. Missing pixel values can be regenerated by taking the average 
of the neighboring pixels and filling in the value of the missing pixel. Figure 
1.2 shows the preprocessed output.

Line start/stop problems occur when scanning detectors fail to start or are 
out of sequence with other detectors, which results in displaced rows with the 
pixel data at inappropriate locations along the scan line [9]. This can be solved 
by determining the rows affected and offsetting and scripting a standard 
offset for the affected rows. Figure 1.3 shows the preprocessing output.

Line or column dropout error occurs when an entire line does not contain 
any information and results in blank lines or lines of same gray level value. 

FIGURE 1.1
Image preprocessing step in digital image processing.

(A) (B)

FIGURE 1.2
(A) Image with shot noise, (B) Preprocessed output.
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This error can be corrected by averaging above and below pixel values to 
record in each missing pixels, or fill in values from another image. Figure 1.4 
shows the preprocessing output.

Line or column striping occurs when there are some stripes throughout the 
entire image. This can be resolved by identifying the rows impacted through 
analysis of a latitudinal geographic profile for the affected band. Figure 1.5 
shows the preprocessing output.

(A) (B)

FIGURE 1.3
(A) Image with line start/stop problem, (B) Preprocessed image.

(A) (B)

FIGURE 1.4
(A) Image with line or column dropout, (B) Preprocessed output.

(A) (B)

FIGURE 1.5
(A) Image with line striping, (B) Preprocessed output.
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Geometric corrections contain modifications of geometric distortions 
caused by sensor–Earth geometry differences, translation of the data to 
real-world latitude and longitude on the Earth’s surface, motion of platform, 
Earth curvature, and so on [10]. Geometric correction means putting the 
pixels in their proper location. This type of correction is generally needed 
to coregister images for change detection, make accurate distance and area 
measurements, and correct the imagery distortion. Sometimes the scale of 
the same object varies due to some change in capturing the image. Geometric 
error also involves perspective distortion. Fixing these types of distortion 
involves resampling of the image data [11]. This can be done by determining 
the correct geometric model, which tells how to transform images, in order 
to compute the geometric transformations and basically how to analyze the 
geometric error and resample to produce new output image data. Image 
row/column coordinates are transformed to real-world coordinates using 
polynomials [12]. One must choose the proper order of the polynomial. The 
higher the transformation order, the greater the number of variables in the 
polynomials and the more the warping stretches and twists in the dataset. 
The higher order polynomial can provide misleading RMS errors. First order 
polynomials, called affine transforms, are the linear conversion used to shift 
the origin of the image, as well as rescale and rotate it. Figure 1.6 shows the 
outputs of affine transformation.

Second order polynomial is the nonlinear conversion used to correct the 
camera lens distortion and correct for the Earth’s curvature. Figure 1.7 shows 
the outputs of nonlinear transformation.

1.2.2  Image Enhancement

Image enhancement is mostly refining the sensitivity of information in 
images for an improved input for automated image processing methods [13]. 
The primary goal of image enhancement is to adjust image attributes to make 
them more appropriate for a given task. Through this method, one or more 
attributes of the image are revised. Image enhancement is used to highlight 
interesting details in images, remove noise from images, make images 
more visually appealing, enhance otherwise hidden information, filter 

(1A) (1B) (2A) (2B) (3A) (3B)

FIGURE 1.6
(1A) Original position of the image, (1B) Shift of origin of the image, (2A) Original scaling of 
the image, (2B) Rescaling output of the image, (3A) Original orientation of the image, and (3B) 
Change of orientation of the image.
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important image features, and discard unimportant image features [14]. The 
enhancement approaches are generally divided into the following two types: 
spatial domain methods and frequency domain methods. In spatial domain 
methods, image pixels are enhanced directly. The pixel values are altered to 
obtain the desired enhancements. The spatial domain image enhancement 
operation is expressed by using Equation 1.1:

	 S x y T I x y( , ) [ ( , )],= 	 (1.1)

where I x y( , ) is the input image, S x y( , ) is the processed image, and T is an 
operator on I defined over some neighborhood of ( ),x y .

Some spatial domain image enhancement includes point processing, mask 
processing, and so on. In point processing a neighborhood of 1 × 1 pixel is 
considered. This is generally used to convert a color image to grayscale or 
binary image and so forth. In mask processing, the neighborhood is larger 
than a 1 × 1 pixel area. This is generally used in image sharpening, image 
smoothing, and so on. Some of the spatial domain enhancements are shown 
in Figure 1.8.

With frequency domain methods, first the image is transmitted into the 
frequency domain. The enhancement procedures are performed on the 
frequency domain of the image, and then it is again transferred to the spatial 
domain. Figure 1.9 illustrates the procedure.

The frequency domain image enhancement operation is expressed by using 
Equation 1.2:

	 F u v H u v I u v( , ) ( , ) ( , ),= 	 (1.2)

where I u v( , ) is the input image in the frequency domain, H u v( , ) is the transfer 
function, and F u v( , ) is the enhanced image. These enhancement processes are 
done in order to enhance some frequency parts of the image. Some frequency 
domain image enhancements are shown in Figure 1.10.

Through image enhancement, the pixel intensity values of the input image 
are altered according to the enhancement function applied to the input 
values.

(1A) (1B) (2A) (2B)

FIGURE 1.7
(1A) Ripple effect, (1B) Nonlinear correction output, (2A) Spherical effect, and (2B) Nonlinear 
correction output.
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1.2.3  Image Restoration

The goal of image restoration methods is to decrease the noise effect or 
corruption from the image and improve resolution loss. Image preprocessing 
methods are done both in the image domain and the frequency domain. 
Corruption may arise in many ways such as noise, motion blur, camera 
misfocus, and so on [15]. Image restoration is not the same as image 
enhancement, as the latter one is used to highlight features of the image used 

FIGURE 1.9
Steps of enhancement of images in the frequency domain.

(I) (II)

(III) (IV)

(V)

(A) (B) (A) (B)

(A) (B) (A) (B)

(A) (B)

FIGURE 1.8
Enhancement outputs in the spatial domain. (I) Conversion of true color image to grayscale 
image: (A) True color image, (B) Grayscale Image; (II) Negative Transformation of a grayscale 
image: (A) Original image, (B) Negative transformed image; (III) Contrast Enhancement: (A) 
Original image, (B) Contrast enhanced image; (IV) Sharpening an image: (A) Original Image, 
(B) Sharpen Image; (V) Smoothing an image: (A) Original image, (B) Smoothed image.
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to make it more attractive to the viewer, but it is not essential in obtaining 
representative data from a scientific point of view. With image enhancement 
noise can be efficiently suppressed by losing some resolution, but this is not 
satisfactory in many applications. Image restoration is useful in these cases. 
Distorted pixels can be restored by the average value of the neighboring 
pixels. Some outputs of the restored images are shown in Figure 1.11.

1.2.4  Image Compression

Image compression can be described as the procedure of encoding data using 
a method that decreases the overall size of the image [16]. This reduction of 

(I) (II)

(III)

(A) (B) (A) (B)

(A) (B)

FIGURE 1.10
Enhancement outputs in the frequency domain. (I) The output of low pass filter: (A) Original 
image, (B) Filtered image; (II) The output of high pass filter: (A) Original image, (B) Filtered 
image; (III) The output of bandpass filter: (A) Original image, (B) Filtered image.

(I) (II)

(A) (B) (A) (B)

FIGURE 1.11
Outputs of restored images. (I) Output of restoration of blurred image: (A) Blurred image, 
(B) Restored image; (II) Noise reduction: (A) Noisy image, (B) Image after noise removal.
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data can be done when the original dataset holds some type of redundancy. 
Image compression is used to reduce the total number of bits needed to 
characterize an image. This can be accomplished by removing different 
types of redundancy that occur in the pixel values. Generally, three basic 
redundancies occur in digital images: (1) psycho-visual redundancy, which 
corresponds to different intensities from image signals sensed by human 
eyes. Therefore, removing some less important intensities may not be sensed 
by human eyes; (2) interpixel redundancy, which corresponds to statistical 
reliance among pixels, particularly between neighboring pixels; and (3) 
coding redundancy, which occurs when the image is coded with every pixel 
by a fixed length. There are many methods to deal with these aforementioned 
redundancies. Compression methods can be classified into two categories: 
lossy compression and lossless compression. Lossy compression can attain 
high compression ratios such as 60:1 or higher as it permits some tolerable 
degradation, but lossless compression can attain very low compression ratios 
such as 2:1 as it can completely recover the original data. In applications 
where the image quality is the ultimate requirement, lossless compression 
is used—such as in medical applications in which no degradation on the 
original image data are permitted owing to the accuracy requirements for 
diagnosis. Figure 1.12 shows the block diagram of lossy compression.

Lossy compression is basically a three-stage compression technique 
to remove the three types of redundancies discussed above. First, a 
transformation is applied to remove the interpixel redundancy to pack 
information effectively. Then quantization is applied to eliminate psycho-
visual redundancy to characterize the packed information with the fewest 
bits. The quantized bits are then proficiently encoded to get much more 
compression from the coding redundancy. Lossy decompression is a perfect 
inverse technique of lossy compression.

Figure 1.13 shows the block diagram of lossless compression.
Lossless compression is usually a two-step compression technique. First, 

transformation is applied to the original image to convert it to some other 
format to reduce the interpixel redundancy. Then an entropy encoder is used 

FIGURE 1.12
Block diagram of lossy compression.
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to eliminate the coding redundancy. Lossless decompression is a perfect 
inverse technique of lossless compression.

1.3  Effect of Image Preprocessing on Image Recognition

Image preprocessing is used to enhance the image data so that useful features 
can be extracted for image recognition. Image cropping is used to crop the 
irrelevant parts from the image so that the region of interest of the image 
is focused. Image morphological operations can be applied in some cases. 
Image filtering is used to create new intensity values in the output image. 
Smoothing methods are used to remove noise or other small irrelevant data 
in the image [17]. Filters are also used to highlight the edges of an image. 
Brightness and contrast of the image can also be adjusted to enhance the 
useful features of the image [18]. The unwanted areas can be removed from 
the binary image by using a polygonal mask. Images can also be transformed 
to different color modes for extraction of different types of features. If the 
whole scene is rotated, or the image is taken from the wrong perspective, 
it is required to correct the geometry prior to feature extraction, as many 
features are dependent on geometric variation [19]. Figure 1.14 shows that 

(1A) (1B) (2A) (2B)

FIGURE 1.14
(1A) Raw image, (1B) Extracted edge information from raw image, (2A) Preprocessed image, 
and (2B) Extracted edge information from preprocessed image.

FIGURE 1.13
Block diagram of lossless compression.
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more edge information can be obtained from a preprocessed image than 
from a raw image.

Suppose we have to count the number of leaflets from a compound leaf 
image [20]. In this particular example, the preprocessing steps involve 
binarization and some morphological operations. Figure 1.15 illustrates this.
To correct the orientation and translation factor, preprocessing can be applied 
as shown in Figure 1.16.

1.4  Summary

Image preprocessing is an enhancement of the image data to reduce reluctant 
falsifications or improve some image features vital for additional processing. 
Preprocessing is generally used to correct the radiometric or geometric 
errors, enhance the image, restore the image, and compress the image data. 
Radiometric correction is used to correct for the irregular sensor reaction 
over the entire image, and geometric correction is used to compensate for 
the geometric misrepresentation due to different imaging settings such 
as oblique viewing. Image enhancement is mainly used to adjust image 
attributes to make it more appropriate for a given task. The goal of image 
restoration methods is to decrease the noise effect or corruption from the 

(A) (B) (C) (D) (E)

FIGURE 1.16
(A) The original image, (B) Binarized image, (C) Corrected orientation, (D) Corrected translation 
factor, and (E) Preprocessed image after correcting the orientation and translation.

(A) (B) (C)

FIGURE 1.15
(A) Original gray image, (B) Binarized image, and (C) Separation of leaflets using morphological 
erosion operation.
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image and improve resolution loss. Image compression is used to decrease 
the overall size of the image. Image preprocessing is used to enhance the 
image data so that useful features can be extracted for image recognition.
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2
Pixel Brightness Transformation Techniques

Pixel brightness can be revised by using pixel brightness techniques. The 
transformation relies on the characteristics of a pixel itself. There are two 
types of pixel brightness transformations: Position-dependent brightness 
correction and grayscale transformation [1]. The position-dependent 
brightness correction, or simply brightness correction, modifies the pixel 
brightness value by considering the original brightness of the pixel and its 
position in the image. Grayscale transformation modifies the brightness of 
the pixel regardless of the position of the pixel.

2.1  Position-Dependent Brightness Correction

The quality of acquisition and digitization of an image is not dependent on the 
pixel position in the image, however, in many practical cases this theory is not 
valid [2]. There are different reasons for the degradation of the image quality: 
first, the uneven sensitivity of the light sensors such as CCD camera elements, 
vacuum-tube cameras, and so on; second, the nonhomogeneous property of 
the optical system, that is, if the lens passes farther from the optical lens, 
the lens decreases light more; and last, the uneven object illumination. With 
brightness correction, the systematic degradation can be suppressed. The 
ideal identity transfer function can be described by a multiplicative error 
coefficient E(p, q). Let the original undegraded, or desired, image be G(p, q) 
and the image containing degradation F(p, q)

	 F p q E p q G p q( , ) ( , ) ( , ).= 	 (2.1)

If the reference image G(p, q) is captured with a known constant brightness 
C, then the error coefficient E(p, q) can be obtained. If the image containing 
degradation is Fc(p, q), the systematic brightness errors can be suppressed by 
Equation 2.2:

	
G p q

F p q
E p q

C F p q
F p qc

( , )
( , )
( , )

( , )
( , )

.= =
×

	
(2.2)

This technique can be adopted if the degradation process of the image is stable. 
Periodic calibration is needed for the device to find the error coefficient E(p, q).
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This method indirectly adopts linearity of the transformation [3]. But as the 
brightness scale is restricted to some interval, this technique is not true in 
reality. Equation 2.1 can overflow. This indicates that the best reference image 
has brightness that is far from both the minimum and maximum limits of the 
brightness. If the gray scale has 256 levels of brightness, then the best image 
has a persistent brightness level of 128. Most TV cameras permit us to control 
the varying illumination settings, as they have automatic gain controllers. 
This automatic gain control should be switched off first if systematic errors 
are suppressed using error coefficients.

2.2  Grayscale Transformations

This transformation is not dependent on the pixel position in the image 
[4]. Here, an input image I is transformed into G by using T. Where T is the 
transformation. Let the pixel value of I and G be represented as PI and PG, 
respectively. So, the pixel values are related by Equation 2.3:

	 P PG I= T .	 (2.3)

Using Equation 2.3, the pixel value PI is mapped to PG by the transformation 
function T. As we are dealing only with the grayscale transformation, the 
output of this transformation is mapped to a grayscale range. The output is 
mapped to the range [0, L − 1], where L  =  2m, m is the number of bits in the 
image. For example, the range of pixel values of an 8-bit image will be [0, 255].

The following are three basic gray level transformations used in image 
enhancement:

•	 Linear transformation
•	 Logarithmic transformation
•	 Powerlaw transformation.

Figure 2.1 shows the plots of different grayscale transformation functions.
Here, L represents the number of gray levels. The identity and negative 

transformation function plots are the types of linear transformations; log 
and inverse log transformation function plots are the types of logarithmic 
transformation plots, and nth root and nth power transformation function 
plots are the types of power-law transformations.

2.2.1  Linear Transformation

There are two types of linear transformation: identity transformation and 
negative transformation [5]. In identity transformation each pixel value of 
the input image is directly mapped to the pixel value of the output image. So 



15Pixel Brightness Transformation Techniques

the result is same in the input and output image. Hence, it is called identity 
transformation. The graph of identity transformation is shown in Figure 2.2.

This particular graph shows that between the input and output image there 
is a straight transition line. This represents that for each input pixel value, 
the output pixel value will remain the same. So, here the output image is the 
replica of the input image. Linear transformation can be used to convert a 
color image into gray scale. Let I(p, q) be the input image and G(p, q) the output 
image. Then the linear transformation can be represented by Equation 2.4:

	 G p q I p q( , ) ( , ).= 	 (2.4)

FIGURE 2.1
Different grayscale transformation functions.

FIGURE 2.2
Identity transformation plot.
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Figure 2.3 shows the input and output of linear transformation.
The second type of linear transformation is negative transformation 

[6]. This is basically the inverse of the linear transformation. The negative 
transformation of an image with gray levels within the range [0, L − 1] can be 
obtained by subtracting each input pixel value from [L − 1] and mapping it 
into the output image, which can be expressed by the Equation 2.5:

	 P L PG I= − −1 .	 (2.5)

This expression indicates the reversing of the gray level intensities of the 
input pixels, therefore producing a negative image. The graph of negative 
transformation is shown in Figure 2.4.

(A) (B)

FIGURE 2.3
(A) Input image, (B) Linear transformed image.

FIGURE 2.4
Negative transformation plot.
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This technique is beneficial for improving gray or white details implanted 
in the dark regions of an image. Figure 2.5 shows the input and output of 
negative transformation.

In the above example, the input image is an 8-bit image. So, there are 256 
levels of variations of gray. Putting this in Equation 2.6, we get

	 P P PG I I= − − = −256 1 255 .	 (2.6)

So, by applying the negative transformation, lighter pixels become dark and 
darker pixels become light.

2.2.2  Logarithmic Transformation

This transformation can be used to brighten the intensity of a pixel in an 
image [7]. There are various reasons to work with logarithmic intensities 
rather than with the actual pixel intensity: the logged intensity values are 
comparatively less dependent on the magnitude of the pixel values, the 
skewness of the highly skewed values reduces while considering the logs, 
and the variance estimation increases when using logarithmic values. 
The visual inspection of data becomes easier by using logged intensities. 
The raw data are frequently severely clomped together at low intensities 
followed by a very long tail. Over 75% of the image information may lie in 
the least 10% values of intensities. The details of such parts are difficult to 
recognize. After the logarithmic transformation, the change of intensity 
information is spread out more equally making it simpler to analyze. There 
are two types of logarithmic transformation: log transformation and inverse 
log transformation. The graph for log and inverse log transformation is 
shown in Figure 2.6.

(A) (B)

FIGURE 2.5
(A) Input image, (B) Negative transformed image.
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The log transformation is used to brighten or increase the detail of the 
lower intensity values of an image. This can be expressed by the Equation 2.7:

	 P c PG I= × +log( ),1 	 (2.7)

where c is a constant which is normally used to scale the scope of the log 
transformation function to match the input area. For a 8-bit image, c  =  255/
log(1 + 255). It can be used to additionally increase the contrast—the higher 
the c, the brighter the image will appear.

The value 1 is added to every one of the pixel values of the input image in light 
of the fact that if there is a pixel intensity of 0 in the image, at that point log (0) is 
equivalent to infinity. So 1 is included, to make the minimum value no less than 1. 
During log transformation, the dark pixels in an image are extended compared 
to the higher pixel values. The higher pixel values are somewhat compressed in 
log transformation. This makes for the improvement of the image.

Figure 2.7 demonstrates the outcomes of log transformation of the original 
image. We can see that when c  =  4, the image is the brightest and the 

FIGURE 2.6
Logarithmic transformation plot.

FIGURE 2.7
Results of log transformation.
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outspread lines are visible within the tree. These lines are not visible in the 
original image, as there isn’t sufficient contrast in the lower intensities.

Inverse log transformation is opposite of the log transformation. It expands 
bright regions and compresses the darker intensity level values.

2.2.3  Power-Law Transformation

This transformation is used to increase the contrast of the image [8]. There 
are two types of power-law transformations: n-th power and n-th root 
transformation. These transformations can be expressed by Equation 2.8:

	 P C PG I= × γ .	 (2.8)

The symbol γ is called gamma and this transformation is also called 
gamma correction. For different values of γ, various levels of enhancement of 
the image can be obtained. The graph of power-law transformation is shown 
in Figure 2.8.

Different monitors or display devices have their own gamma correction. 
That is the reason they display their image at various intensity. This sort of 
transformation is used for improving images for various kinds of monitors. 
The gamma of various monitors is different. For instance, the gamma of 
monitors lies between 1.8 and 2.5, which implies the image displayed on 
monitor is dark. The same image with different γ values is shown in Figure 2.9.

Digital images have a finite number of gray levels [9]. Thus, grayscale 
transformations should be possible using look-up tables. Grayscale 
transformations are mostly used if the outcome is seen by a human. One 
way to improve the contrast of the image is contrast stretching (also known 
as normalization) [10]. Contrast stretching is a linear normalization that 
expands an arbitrary interval of the intensities of an image and fits this 

FIGURE 2.8
Power-law transformation plot.
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interval to another arbitrary interval. The initial step is to decide the limits 
over which image intensity values will be expanded. These lower and upper 
limits will be known as p and q, individually. For standard 8-bit grayscale 
images, these limits are normally 0 and 255. Next, the histogram of the input 
or original image is examined to decide the possible value limits (lower  =  a, 
upper  =  b) in the unmodified image. If the input image covers the entire 
possible set of values, direct contrast stretching will achieve nothing, but, 
even then sometimes the majority of the picture information is contained 
within a restricted range. This restricted range can be extended linearly with 
original values, which lie outside the range, being set to the appropriate limit 
of the extended output range. Then for every pixel, the original value PI is 
mapped to output PG by using Equation 2.9:

	
P P a

q p
b a

pG I= −
−
−







+( ) .

	
(2.9)

Figure 2.10 shows the result after contrast stretching. In contrast stretching, 
there exists a one-to-one relationship of the intensity values between the 
original or input image and the output image; that is, after contrast stretching 
the input image can be restored from the output image.

Another transformation for contrast improvement is usually applied 
automatically using histogram equalization, which is a nonlinear 
normalization, expanding the range of the histogram with high intensities 
and compressing the areas with low intensities [11]. The point is to discover 
an image with equally distributed brightness levels over the whole brightness 
scale. Histogram equalization improves contrast for brightness values close 

FIGURE 2.9
Results of Gamma variation where C  =  2.



21Pixel Brightness Transformation Techniques

to histogram maxima, and decreases contrast near the minima. Figure 2.11 
shows the result after histogram equalization. Once histogram equalization 
is executed, there is no technique for getting back the original image.

Let the input histogram be denoted by Hp where p0 ≤ p ≤ pt. The intention 
is to find a monotonic transform of grayscale q = T(p), for which the output 
histogram Gq will remain uniform for the whole input brightness domain, 
where q0 ≤ q ≤ qt. This monotonic property of T can be expressed by 
Equation 2.10:

	 k

t

qk

k

t

pkG H
= =
∑ ∑=

0 0

.
	

(2.10)

The equalized histogram Gqk corresponds to a uniform distribution function 
F whose value is constant and can be expressed by Equation 2.11 for a N × N 
image,

	
F =

−
N

q qt

2

0
.
	

(2.11)

In the continuous case, the ideal continuous histogram is available and can 
be expressed by Equation 2.12:

	 q

q

p

p

G s ds H s ds

0 0

∫ ∫=( ) ( ) .

	

(2.12)

FIGURE 2.10
Contrast stretching results.

FIGURE 2.11
Histogram equalization result.
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Substituting Equation 2.11 in Equation 2.12 we get
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For discrete case, this is called cumulative histogram, which is approximated 
by the sum in the digital images and can be expressed by Equation 2.14:

	
q p

q q
N

H k qt

k p

p

= =
−

+
=
∑T ( ) ( ) .0

2 0

0 	
(2.14)

Histogram specification, or histogram matching, can also be used to enhance 
the contrast of an image [12]. Histogram specification, or histogram matching, 
is a method that changes the histogram of one image into the histogram of 
another image. This change can be effortlessly done by perceiving that if as 
opposed to using an equally separated perfect histogram (as in histogram 
equalization), one is specified explicitly. By this method, it is possible to impose 
an arbitrary histogram of an image to another. First, choose the template 
histogram. This can be done by determining a specific histogram shape, or 
by calculating the histogram of a target image. Then, the histogram of the 
image to be transformed is calculated. Afterwards, calculate the cumulative 
aggregate of the template histogram. Then, calculate the cumulative aggregate 
of the histogram of the image to be changed. Finally, map pixels from one 
bin to another bin, as per the guidelines of histogram equalization. The 
essential rule is that the actual cumulative aggregate cannot be less than the 
cumulative aggregate of the template image. Figure 2.12 shows the result of 
histogram specification.

FIGURE 2.12
Result of histogram specification.
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2.3  Summary

In image preprocessing, image information captured by sensors on a satellite 
contains faults associated with geometry and brightness information of the 
pixels. These errors are improved using suitable techniques. Image enhancement 
is the adjustment of an image by altering the pixel brightness values to enhance 
its visual effect. Image enhancement includes a collection of methods used to 
improve the visual presence of an image, or to alter the image to a form better 
matched for human or machine understanding. This chapter describes the image 
enhancement methods by using pixel brightness transformation techniques. 
Two types of pixel brightness transformation techniques are discussed in this 
chapter: position dependent and independent, or grayscale transformation. The 
position-dependent brightness correction modifies the pixel brightness value by 
considering the original brightness of the pixel and its position in the image. But, 
grayscale transformation alters the brightness of the pixel regardless the position 
of the pixel. There are different variations in gray level transformation techniques: 
linear, logarithmic, and power-law. The identity transformation, which is a type 
of linear transformation, is mainly used to convert the color image into gray 
scale. The second type of linear transformation, that is, negative transformation 
can be used to enhance the gray or white details embedded into the dark region 
of the image. By using this transformation lighter pixels become dark and 
darker pixels become light. The logarithmic transformation is used to brighten 
the intensity of a pixel in an image. The log transformation, which is a type of 
logarithmic transformation, is used to brighten or increase the detail of the lower 
intensity values of an image. The second type of logarithmic transformation, 
that is, inverse log transformation is opposite to the log transformation. Power-
law transformation, also known as gamma correction transformation, is used to 
increase the contrast of an image. For different values of gamma, various levels 
of enhancement of the image can be obtained. This sort of transformation is 
used for improving images for various kinds of monitors. To enhance the image 
contrast, different types of methods can be adopted like contrast stretching, 
histogram equalization, and histogram specification. Contrast stretching is a 
linear transformation and the original image can be retrieved from the contrast-
stretched image. Histogram equalization is a nonlinear transformation and 
doesn’t allow for the retrieval of the original image from the histogram-equalized 
image. In case of histogram specification, the histogram of a template image can 
be applied to the input image to enhance the contrast of the input image.
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3
Geometric Transformation Techniques

Geometric transformations allow the removal of geometric distortion that 
happens when an image is captured. For example, if one wants to match images 
of a similar location taken after one year when the later image was perhaps 
not taken from exactly the same location. To assess changes throughout the 
year, it is required initially to accomplish a geometric transformation, and 
afterward, subtract one image from the other. Geometric transformations are 
often required where the digitized image may be misaligned [1].

There are two basic steps in geometric transformations:

•	 Pixel coordinate transformation or spatial transformation
•	 Brightness interpolation.

3.1  Pixel Coordinate Transformation or Spatial Transformation

Pixel coordinate transformation or spatial transformation of an image is a 
geometric transformation of the image coordinate system, that is, the mapping 
of one coordinate system onto another. This is characterized by methods of 
spatial transformation which are mapping functions that builds up a spatial 
correspondences between every point in the input and output images. Each 
point in the output adopts the value of its equivalent point in the input image 
[2]. The correspondence is established via the spatial transformation mapping 
function to assign the output point onto the input image. It is frequently 
required to do a spatial transformation to (1) align images captured with 
different types of sensors or at different times, (2) correct the image distortion 
caused by the lens and camera orientations, and (3) image morphing or other 
special effects and so on [3].

An input image comprises known coordinate reference points. The output 
image consists of the distorted data. The general mapping function can either 
relate the output coordinate system to that of the input, or vice versa. Let 
G(x′, y′) denote the input or original image, and I(x, y) be the deformed (or 
distorted) image. We can relate corresponding pixels in the two images by 
Equation 3.1:

	 I G .	 (3.1)
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Two types of mapping can be done here:

•	 Forward Mapping: Map pixels of input image onto output image, 
which can be represented by Equation 3.2:

	 G x y I x y( , ) ( , ).′ ′ = 	 (3.2)

•	 Inverse Mapping: Map pixels of output image onto the input image, 
which can be represented by Equation 3.3:

	 I x y G x y( , ) ( , ).= ′ ′ 	 (3.3)

General mapping example is shown in Figure 3.1.

3.1.1  Simple Mapping Techniques

Translation: Translation means moving the image from one position to another 
[4]. Let the translation amount in the x and y-direction be tx and ty respectively. 
Translation can be defined by the Equation 3.4:
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Translation of a geometric shape, as well as an image, is shown in 
Figure 3.2.

Scaling: Scaling means stretching or contracting an image based on some 
scaling factors [5,6,7]. Let, sx and sy be the scaling factor in the x and y-direction. 
Scaling can be defined by Equation 3.5:

FIGURE 3.1
T: Forward mapping; T−1: Inverse mapping.
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sx > 1 represents stretching, sx < 1 represents contracting or shrinking, and 
sx = 1 means that the size will remain the same.

Scaling of a geometric shape, as well as an image, is shown in Figure 3.3.
Rotation: Rotation means [5,6,7] to change the orientation of an image by an 

angle of θ, which is defined by Equation 3.6:
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Rotation of a geometric shape as well as of an image is shown in Figure 3.4.

(A) (B) (C) (D)

FIGURE 3.2
(A) Original position of the rectangle, (B) Final position of the rectangle after translation, 
(C) Original position of an image, and (D) Final position of an image after translation.

(A) (B) (C) (D)

FIGURE 3.3
(A) The original size of the rectangle, (B) Modified size of the rectangle, (C) Original size of the 
image, and (D) Modified size of the image.
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Shearing: Images can be sheared along horizontal and vertical direction 
[8]. For horizontal shears, pixels are relocated horizontally by a distance 
increasing linearly with the (vertical) distance from the horizontal line, 
moving to the right above the line and to the left below the line for positive 
angles. Likewise, for vertical shear, pixels are relocated vertically by a distance 
that increases linearly with the (horizontal) distance from the vertical line, 
moving downward to the right of the line, and upward to the left of the 
line for positive angles. Let, Shx and Shy be the shear amount in the x and 
y-direction. Shear can be represented by Equation 3.7:
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Shear of a geometric shape, as well as an image, is shown in Figure 3.5.

(A) (B) (C) (D)

FIGURE 3.4
(A) Original orientation of rectangle, (B) Modified orientation of rectangle, (C) Original 
orientation of image, and (D) Modified orientation of image.

(A) (B) (C) (D)

FIGURE 3.5
(A) Original rectangle, (B) Horizontal sheared rectangle, (C) Original image, and (D) Horizontal 
sheared image.
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3.1.2  Affine Mapping

All possible simple mapping or transformations are special cases of affine 
mapping [9,10]. The affine transformation is the combination of simple 
transformations. Affine mapping is a linear mapping method, which 
conserves straight lines, planes, and points. Sets of parallel lines stay parallel 
after an affine transformation.

The overall affine transformation is normally written in homogeneous 
coordinates, as shown in Equation 3.8:
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By defining only the Q matrix, this transformation turns to a pure translation 
transformation, as shown in Equation 3.9:
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By defining only the P matrix, this transformation turns into a pure rotation 
transformation (for positive or clockwise rotation), as shown in Equation 3.10:
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Similarly, pure scaling can be defined by Equation 3.11:
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(3.11)

Since the general affine transformation is characterized by six constants, it 
is conceivable to express this transformation by determining the new output 
image locations (x′, y′) of any three input image coordinate (x, y) pairs. In 
general, several points are estimated and a least squares technique is used to 
find the finest fitting transform.

3.1.3  Nonlinear Mapping

Twirl: In case of twirl, rather than using image color at (x′, y′), use image 
colors at twirled (x, y) position [11]. Rotate or turn the image by an angle 
θ at the anchor point or center (xc, yc). Progressively, turn the image as the 
spiral distance S from the center increases up to Smax. The image remains 
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unaffected outside of the radial distance Smax. Twirl can be defined by 
Equation 3.12:
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The twirl effect of an image is shown in Figure 3.6.
Ripple: Ripple effects are like wave patterns, which are introduced in the 

image along both the x and y-directions [12]. Let the amplitude of the wave 
pattern in the x and y-direction is defined as Ax and Ay, respectively, and 
the frequency of the wave in the x and y-direction is defined as Fx and Fy, 
respectively. So, this effect can be expressed by the sinusoidal function, as 
shown in Equation 3.13:
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FIGURE 3.6
Twirl effect of an image.
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The ripple effect of an image is shown in Figure 3.7.
Spherical Transformation: This transformation zooms in the center of the 

image. Let the center of the lens be (xc, yc), Lmax the lens radius, and τ is the 
refraction index [13]. The spherical transformation is defined by Equation 3.14:
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The spherical transformation effect of an image is shown in Figure 3.8.

3.2  Brightness Interpolation

New pixel coordinates were found after the geometric transformation has 
been performed [14]. The location of the new coordinate point usually does 

(A) (B)

FIGURE 3.7
(A) Original image, (B) Ripple effect.
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not get fitted on the discrete raster output image. Integer grid values are 
required. Every pixel value in the output raster image can be obtained by 
brightness interpolation of some noninteger neighboring samples. The 
brightness interpolation is generally done by defining the brightness of 
the original pixel in the input image that resembles the pixel in the output 
discrete raster image. Interpolation is used when we need to estimate the 
value of an unknown pixel by using some known data.

3.2.1  Nearest Neighbor Interpolation

This is the simplest interpolation approach [15]. This technique basically 
determines the nearest neighboring pixel value and adopts its intensity value, 
as shown in Figure 3.9.

Consider the following example (Figure 3.10).
Figure 3.9 shows that the 2D input matrix is 3 × 3 and it is interpolated 

to 6 × 6. First, we must find the ratio of the input and output matrix size, as 
shown in Equation 3.15:

	
R Rrow col= =
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(3.15)

(A) (B) (C) (D)

FIGURE 3.8
(A) Original graph, (B) Spherical effect of graph, (C) Original image, and (D) Spherical effect 
of image.

FIGURE 3.9
Black pixels: Original pixels, Red pixels: Interpolated pixels.
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Then, based on the output matrix size the row-wise and column-wise pixel 
positions are normalized.
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After that, the row-wise interpolation is performed on all columns. The 
output of the first column after interpolation is shown in Figure 3.11.

The row-wise interpolation output is shown below:

	

5 8 10
5 8 10
6 9 11
6 9 11
7 4 12
7 4 12
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FIGURE 3.10
Nearest neighbor interpolation output.

FIGURE 3.11
Row-wise interpolation of the first column of the input matrix.
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Similarly, the column-wise interpolation for all rows is shown below:
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The final nearest neighbor interpolated output matrix is shown below:
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The nearest neighbor interpolation output of an image is shown in Figure 3.12.
The position error of the nearest neighborhood interpolation is at most half 

a pixel. This error is perceptible on objects with straight-line boundaries, 
which may appear step-like after the transformation.

In nearest neighbor interpolation, each nearby pixel has similar 
characteristics, hence, it becomes easier to add or remove the pixels as per 
requirement. The major drawback of this method is unwanted artifacts, like 
the sharpening of edges that may appear in an image while resizing, hence, 
it is generally not preferred.

3.2.2  Bilinear Interpolation

This type of interpolation searches four neighboring points of the interpolated 
point (x, y), as shown in Figure 3.13, and assumes that the brightness function 
is linear in this neighborhood [16].

FIGURE 3.12
Nearest neighbor interpolation of an image.
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Consider a discrete image function. The black circles represents the 
known pixels of the image I, and the red circle is lying outside the known 
samples. This interpolation is not linear but the product of two linear 
functions. If the interpolated point lies on one of the edges of the cell 
[(I(p,  q) → I(p + 1, q)), (I(p + 1, q) → I(p + 1, q + 1)), (I(p + 1, q + 1) → I(p, 
q + 1)), (I(p, q + 1) → I(p, q))], the function becomes linear. Otherwise, the 
bilinear interpolation function is quadratic. The interpolated value of 
(x, y) is considered as a linear combination of four known sample values, 
that is, I(p, q), I(p + 1,q), I(p + 1, q + 1), I(p, q + 1). The influence of each 
samples depends on the proximity to the interpolated point in the linear 
combination.
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where = x − p, ty = y − q.
A minor reduction in resolution and blurring can happen while using 

bilinear interpolation due to its averaging nature. The problem of step-like 
straight boundaries with the nearest neighborhood interpolation is reduced 
when using bilinear interpolation. The main advantage of using bilinear 
interpolation is that it is fast and simple to implement.

3.2.3  Bicubic Interpolation

Improves the model of the brightness function by using sixteen neighboring 
points for interpolation [17]. This interpolation fits a series of cubic polynomials 
to the brightness values contained in the 4 × 4 array of pixels surrounding the 
calculated address. First, interpolation is done along the x-direction using the 
16 grid samples (black), as shown in Figure 3.14. Then, interpolation is done 
along the other dimension (blue line) by using the interpolated pixels from 
the previous step.

FIGURE 3.13
Black pixels: Original pixels, Red pixel: Interpolated pixel.
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Bicubic interpolation does not suffer from the step-like boundary problem 
of nearest neighborhood interpolation and copes with linear interpolation 
blurring as well. Bicubic interpolation is often used in raster displays 
that enable zooming with respect to an arbitrary point—if the nearest 
neighborhood method were used, areas of the same brightness would 
increase. Bicubic interpolation preserves fine details in the image very well.

The comparison between nearest-neighbor, bilinear, and bicubic 
interpolation is shown in Figure 3.15.

3.3  Summary

Geometric transformation is actually the rearrangement of pixels of the 
image. Coordinates of the input image is transformed into the coordinates 
of the output image using some transformation function. The output 
pixel intensity of a specified pixel position may not depend on the pixel 
intensity of that particular input pixel, but is dependent on the position as 
specified in the transformation matrix. There are two types of geometric 

(A) (B) (C)

FIGURE 3.14
(A) known pixel (black) and interpolated pixel (red), (B) x-direction interpolation, (C) y-direction 
interpolation.

(A) (B) (C) (D)

FIGURE 3.15
(A) Original image, (B) Nearest-neighbor interpolation, (C) Bilinear interpolation, and 
(D) Bicubic interpolation.
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transformation: pixel coordinate transformation and brightness interpolation. 
Pixel coordinate transformation, or spatial transformation, of an image 
is a geometric transformation of the image coordinate system, that is, the 
mapping of one coordinate system onto another. Mapping can be forward 
(map pixels of an input image onto an output image) or backward (map pixels 
of an output image onto an input image). This type of transformation involves 
some linear mapping like translation, scaling, rotation, shearing, and affine 
transformation. Nonlinear mapping involves twirl, ripple, and spherical 
transformation. The brightness interpolation is generally done by defining 
the brightness of the original pixel in the input image that resembles the pixel 
in the output discrete raster image. Brightness interpolation involves nearest 
neighbor interpolation, bilinear interpolation, and bicubic interpolation.
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4
Filtering Techniques

Filtering is a method for enhancing or altering an image [1]. There are mainly 
two types of filtering:

•	 Spatial Filtering
•	 Frequency Filtering

4.1  Spatial Filter

In spatial filtering, the processed pixel value for the existing pixel is 
dependent on both itself and neighboring pixels [2]. Therefore, spatial 
filtering is a neighboring procedure, where the value of any particular pixel 
in the output image is calculated by applying some algorithm to the values 
of the neighboring pixels of the corresponding input pixel [3]. A pixel’s 
neighborhood is defined by a set of surrounding pixels relative to that pixel. 
Some types of spatial filtering are discussed below.

4.1.1  Linear Filter (Convolution)

The result of the linear filtering [4] is the summation of products of the mask 
coefficients with the equivalent pixels exactly beneath the mask, as shown in 
Figure 4.1.

Linear filtering can be expressed by Equation 4.1:

	

I x y M I x y

M I x y M I x

( , ) [ ( , ) * ( , )]
[ ( , ) * ( , )] [ ( , ) * (

= − − +
+ + + +

1 1 1 1
0 1 1 1 1 11 1

1 0 1 0 0
1 0 1

, )]
[ ( , ) * ( , )] [ ( , ) * ( , )]
[ ( , ) * ( ,

y

M I x y M I x y

M I x

+
+ − − +
+ + yy M I x y

M I x y M I x

)] [ ( , ) * ( , )]
[ ( , ) * ( , )] [ ( , ) * (

+ − − − −
+ − − + −

1 1 1 1
0 1 1 1 1 ++ −1 1, )].y 	 (4.1)

The mask coefficient M(0, 0) overlaps with image pixel value I(x, y), 
representing that the mask center is at (x, y) when the calculation of the sum 
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of products occurred. For a mask of size p × q, p and q are odd numbers 
and represented as p = 2m + 1, q = 2n + 1, where m and n are nonnegative 
integers. Linear filtering of an image I of size p × q, with a filter mask of size 
p × q, is given by the Equation 4.2:

	
LF x y M a b I x a y b

a m

m

b n

n

( , ) ( , ) ( , ).= ∗ + +
=− =−
∑∑

	
(4.2)

4.1.2  Nonlinear Filter

Nonlinear spatial filtering also works on neighborhoods, as discussed in the 
case of linear filtering [5]. The only difference is the nonlinear filtering is 
based conditionally on the values of the neighboring pixels of a relative pixel.

4.1.3  Smoothing Filter

Smoothing filters are mainly used to reduce noise of an image and for blurring 
[6,7]. Blurring is used to remove unimportant information from an image 
prior to feature extraction, and is used to connect small breaks in curves or 
lines. Blurring is also used to reduce noise from an image. A smoothing filter 
is also useful for highlighting gross details. Two types of smoothing spatial 
filters exist:

•	 Smoothing Linear Filters
•	 Order-Statistics Filters

A smoothing linear filter is basically the mean of the neighborhood pixels 
of the filter mask. Therefore, this filter is sometimes called “mean filter” or 
“averaging filter.” The concept entails substituting the value of every single 
pixel in an image with the mean of the neighborhood pixels defined by the 
filter mask. Figure 4.2 shows a 3 × 3 standard mean and weighted mean 
smoothing linear filter:

(A) (B)

FIGURE 4.1
(A) I: Image pixel positions and M: Mask Coefficients, (B) Mask of image pixels.
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Filtering an I(m × n) image with a weighted averaging filter of size m × n 
is given by Equation 4.3:
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(4.3)

The output of a smoothing linear filter is shown in Figure 4.3.
Order-statistics smoothing filters are basically nonlinear spatial filter  

[8–10]. The response of this filter is constructed by ordering or ranking the 
pixels enclosed in the image area covered by the filter. Then, the value of 
the center pixel is replaced with the value calculated by the ordering or 
ranking result. This type of filter is also known as “median filter.” The 
median filter is used to reduce the salt and pepper type noise from an image 
while preserving edges [11–13]. This filter works by moving a window of a 
particular size over each and every pixel of the image, and replaces each 
pixel value with the median of the neighboring pixel values. To calculate the 
median, first the pixel values beneath the window are sorted into numerical 
order and then the considered pixel value is replaced with the median pixel 
value of the sorted list.

Consider the example shown in Figure 4.4. A 3 × 3 window is used in this 
example.

Figure 4.5 shows the output of a median filter when applied to salt and 
pepper noise image.

(A) (B)

FIGURE 4.2
(A) Standard mean smoothing linear filter, (B) Weighted mean smoothing linear filter.

FIGURE 4.3
Smoothing linear filter output.
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4.1.4  Sharpening Filter

The primary goal of this filter is to enhance the fine detail in an image or to 
highlight the blurred detail [14]. Sharpening can be performed by using spatial 
derivatives, which can be applied in areas of flat regions or constant gray level 
regions, at the step and end of discontinuities or ramp discontinuities, and 
along gray-level discontinuities or ramps. These discontinuities can be lines, 
noise points, and edges.

The first order partial spatial derivatives of a digital image I(x, y) can be 
expressed by using Equation 4.4:
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∂
= + −

∂
∂
= + −

I
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I x y I x y
I
y

I x y I x y( , ) ( , ) ( , ) ( , ).1 1and
	

(4.4)

First order partial derivative must be (1) zero in flat regions, (2) nonzero at 
the step and gray level ramp discontinuities, and (3) nonzero along ramps.

(1A) (1B) (2A) (2B)

FIGURE 4.4
(1) Keeping the border value unchanged: (1A) Input Image values, (1B) Output after smoothing; 
(2) Boundary values are also filtered by extending the border values: (2A) Input Image values, 
(2B) Output after smoothing. 

FIGURE 4.5
Median filter output.
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The second order partial spatial derivatives of a digital image I(x, y) can be 
expressed by using Equation 4.5:
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(4.5)

Second order partial derivative must be: (1) zero in flat regions, (2) nonzero at 
the step and gray level ramp discontinuities, (3) zero along ramps of constant 
slope.

The first order derivative is nonzero along the entire discontinuity or ramp, 
but the second order derivative is nonzero only at the step and gray level 
ramp discontinuities. A first order derivative is used to make the edge thick, 
and a second-order derivative is used to enhance or highlight fine details 
such as thin edges and lines, including noise.

Figure 4.6 shows the result of a sharpening filter.

4.2  Frequency Filter

Frequency filters are used to process an image in the frequency domain [15]. 
The image is converted to frequency domain by using a Fourier transform 
function. After frequency domain processing, the image is retransformed into 
the spatial domain by inverse Fourier transform. Reducing high frequencies 
in the spatial domain converts the image into a smoother one, while reducing 
low frequencies highlights the edges of the image [16]. All frequency filters 

FIGURE 4.6
Sharpen image output.
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can also be implemented in the spatial domain, and frequency filters are 
computationally not costly to accomplish filtering in the spatial domain. 
Frequency filtering is also more suitable if there is no direct kernel that can be 
created in the spatial domain, in which case they may also be more effective. 
All spatial domain images have an equivalent frequency representation. 
The high frequency corresponds to pixel values that rapidly vary across the 
image like leaves, text, texture, and so forth. Low frequency corresponds to 
the homogeneous part of the image.

Frequency filtering is founded on the Fourier Transform. The operator 
generally takes a filter function and an image in the Fourier domain. This 
image is then multiplied in a pixel-by-pixel fashion with the filter function, 
and can be expressed by Equation 4.6:
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Here I(x, y) is the input image of dimension P × Q in the Fourier domain and 
F(u, v) is the filtered image [u = 0, … , P − 1 and v = 0, …, Q − 1]. To convert 
the frequency domain image into the spatial domain, F u v( , ) is retransformed 
by using the inverse Fourier Transform, as shown in Equation 4.7:

	

I x y
PQ

F u v e
x

P

y

Q j
ux
P

vy
Q( , ) ( , ) .=

=

−

=

− − +








∑∑1

0

1

0

1 2π

	
(4.7)

Since the multiplication in the Fourier space is identical to convolution in 
the spatial domain, all frequency filters can be implemented theoretically 
as a spatial filter. Different types of frequency filters are discussed in the 
following subsections.

4.2.1  Low-Pass Filter

A low-pass filter is a filter that passes or allows low-frequency signals, and 
suppresses signals with higher frequencies than the cutoff or threshold 
frequency [17]. Based on the specific filter design, the actual amount of 
suppression varies for each frequency. A low-pass filter is generally used 
to smooth an image. The standard forms of low-pass filters are Ideal, 
Butterworth, and Gaussian low-pass filters.

4.2.1.1  Ideal Low-Pass Filter (ILP)

This is the simplest low-pass filter that suppresses all high-frequency 
components of the Fourier Transform that are greater than a specified 
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cutoff frequency F0. This transfer function of the filter can be defined by 
Equation 4.8:
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The image and graphical representation of an ideal low-pass filter are shown 
in Figure 4.7.

Because of the structure of the ILP mask, ringing occurs in the image when 
an ILP filter is applied to an image. ILP filter yields a blurred image, as shown 
in Figure 4.8.

4.2.1.2  Butterworth Low-Pass Filter (BLP)

This filter is used to eliminate high frequency noise with the least loss of 
image data in the specified pass band with order d. The transfer function of 
order d and with cutoff frequency F0 can be expressed by using Equation 4.9:

	
P u v
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+[ ]

1
1 0

2/ 	
(4.9)

(A) (B)

FIGURE 4.7
(A) Filter displayed as an image, (B) Graphical representation of ideal low-pass filter.

FIGURE 4.8
ILP filter output with different values of F0.



46 A Beginner’s Guide to Image Preprocessing Techniques

The image and graphical representation of a BLP filter are shown in Figure 4.9.
The output of the BLP filter is shown in Figure 4.10.

4.2.1.3  Gaussian Low-Pass Filter (GLP)

The transfer function of a GLP filter is expressed in Equation 4.10:

	 P u v e F u v( , ) .( , )= − 2 22/ σ
	 (4.10)

Here, σ is the standard deviation and a measure of spread of the Gaussian 
curve. If σ is replaced with the cutoff radius F0, then the transfer function of 
GLP is expressed as in Equation 4.11:

	 P u v e F u v F( , ) .( , )/= − 2
0
22

	 (4.11)

The image and graphical representation of a GLP filter is shown in 
Figure 4.11.

The output of the GLP filter is shown in Figure 4.12.

(A) (B)

FIGURE 4.9
(A) Filter displayed as an image, (B) Graphical representation of BLP filter.

FIGURE 4.10
Output of BLP filter with various cutoff radii.
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A low-pass filter can be used to connect broken text as well as reduce 
blemishes [18], as shown in Figure 4.13.

4.2.2  High Pass Filter

A high-pass filter suppresses frequencies lower than the cutoff frequency, but 
allows or passes high frequencies well [19]. A high-pass filter is generally used 

(A) (B)

FIGURE 4.11
(A) Filter displayed as an image, (B) Graphical representation of GLP filter.

FIGURE 4.12
Output of GLP filter at different cutoff radius.

(1A) (1B)

(2A) (2B)

FIGURE 4.13
(1) Connecting text input-output: (1A) Input Image, (1B) Output of low-pass filter; (2) Blemishes 
reduction input–output: (2A) Input Image, (2B) Output of low-pass filter.
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to sharpen an image and to highlight the edges and fine details associated 
with the image. Different types of high-pass filters are Ideal, Butterworth, 
and Gaussian high-pass filter. All high-pass filters (HPF) can be represented 
by their relationship to the low-pass filters (LPF), as shown in Equation 4.12:

	 HPF LPF.= −1 	 (4.12)

4.2.2.1  Ideal High-Pass Filter (IHP)

The transfer function of an IHP filter can be expressed by Equation 4.13, 
where F0 is the cutoff frequency or cutoff radius:
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The image and graphical representation of an IHP filter is shown in Figure 4.14.
The output of the IHP filter is shown in Figure 4.15.

(A) (B)

FIGURE 4.14
(A) Filter displayed as an image, (B) Graphical representation of IHP filter.

FIGURE 4.15
Output of IHP filter.
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4.2.2.2  Butterworth High-Pass Filter (BHP)

The transfer function of BHP filter can be defined by Equation 4.14 where p is 
the order and F0 is the cutoff frequency or cutoff radius:
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1
1 0
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The image and graphical representation of BHP filter is shown in Figure 4.16.
The output of the BHP filter is shown in Figure 4.17.

4.2.2.3  Gaussian High-Pass Filter (GHP)

The transfer function of GLP filter is expressed in Equation 4.15, with the 
cutoff radius F0:

	 P u v e F u v F( , ) .( , )/= − −1
2

0
22

	 (4.15)

The image and graphical representation of GLP filter is shown in Figure 4.18.
The output of the GHP filter is shown in Figure 4.19.

(A) (B)

FIGURE 4.16
(A) Image representation of BHP, (B) Graphical representation of BHP.

FIGURE 4.17
Output of BHP filter.



50 A Beginner’s Guide to Image Preprocessing Techniques

4.2.3  Band Pass Filter

A band pass suppresses very high and very low frequencies, but preserves an 
intermediate range band of frequencies [20]. Band pass filtering can be used to 
highlight edges (attenuating low frequencies) while decreasing the noise amount 
at the same time (suppressing high frequencies). To obtain the band pass filter 
function, the low-pass filter function is multiplied with the high-pass filter 
function in the frequency domain, where the cutoff frequency of the high pass 
is lower than that of the low pass. So, in theory, a band pass filter function can be 
developed if the low-pass filter function is available. The different types of band 
pass filter are Ideal band pass, Butterworth band pass, and Gaussian band pass.

4.2.3.1  Ideal Band Pass Filter (IBP)

The IBP allows the frequency within the pass band and removes the very 
high and very low frequency. An IBP filter within a frequency range FL, … , 
FH is defined by Equation 4.16:
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Figure 4.20 shows the image and the effect of applying the IBP filter with 
different pass bands.

FIGURE 4.19
Output of GHP filter.

(A) (B)

FIGURE 4.18
(A) Image representation of GHP, (B) Graphical representation of GHP.
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4.2.3.2  Butterworth Band Pass Filter (BBP)

This filter can be obtained by multiplying the transfer function of a low 
and high Butterworth filter. If FL is the low cutoff frequency, FH is the high 
cutoff frequency, and p is the order of the filter then the BBP filter can be 
defined by Equation 4.17. The range of frequency is dependent on the order 
of the filter:
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Figure 4.21 shows the image and the effect of applying the BBP filter with 
different pass bands and order = 2.

4.2.3.3  Gaussian Band Pass Filter (GBP)

This filter can be obtained by multiplying the transfer function of a low and 
high Gaussian filter. If FL is the low cutoff frequency, FH is the high cutoff 
frequency, and p is the order of the filter then the GBP filter can be defined 
by Equation 4.18:

(A) (B) (C) (D) (E)

FIGURE 4.20
(A) Image of IBP filter, (B) Original image, (C) Output of IBP filter (FL = 30, FH = 100), (D) Output 
of IBP filter (FL = 30, FH = 50), and (E) Output of IBP filter (FL = 10, FH = 90).

(A) (B) (C) (D) (E)

FIGURE 4.21
(A) Image of BBP filter, (B) Original image, (C) Output of BBP filter (FL = 30, FH = 50), (D) Output 
of BBP filter (FL = 30, FH = 150), and (E) Output of BBP filter (FL = 70, FH = 200).
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Figure 4.22 shows the image and the effect of applying the GBP filter with 
different pass bands.

4.2.4  Band Reject Filter

Band-reject filter (also called band-stop filter) is just the opposite of the 
bandpass filter [21]. It attenuates frequencies within a range of a higher and 
lower cutoff frequency. Different types of band reject filters are Ideal band 
reject, Butterworth band reject, and Gaussian band reject.

4.2.4.1  Ideal Band Reject Filter (IBR)

In this filter, the frequencies within the pass band are attenuated and the 
frequencies outside of the given range are passed without attenuation. 
Equation 4.19 defines an IBR filter with a frequency cutoff F0, which is the 
center of the frequency band, and where W is the width of the frequency band:
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4.2.4.2  Butterworth Band Reject Filter (BBR)

In a BBR filter, frequencies at the center of the band are completely blocked. 
Frequencies at the edge of the frequency band are suppressed by a fraction 
of maximum value. If F0 is the center of the frequency, W is the width of the 

(A) (B) (C) (D) (E)

FIGURE 4.22
(A) Image of GBP filter, (B) Original image, (C) Output of GBP filter (FL = 30, FH = 50), (D) Output 
of GBP filter (FL = 10, FH = 90), and (E) Output of GBP filter (FL = 70, FH = 90).
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frequency band, and p is the order of the filter, then a BBR filter can be defined 
by Equation 4.20:
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4.2.4.3  Gaussian Band Reject Filter (GBR)

Here, the transition between the filtered and unfiltered frequency is very 
smooth. If F0 is the center of the frequency and W is the width of the frequency 
band, then GBR filter can be defined by Equation 4.21:

	 P u v e F u v F F u v W( , ) .[ ( , ) ( , ) ]( )= − −2 0
2 2/

	 (4.21)

4.3  Summary

Filtering is generally used to enhance the image detail. Several types of filters 
are discussed in this chapter. Mainly there are two types of filter: spatial 
and frequency. Spatial filtering is used to process the pixel value for the 
existing pixel, which is dependent on both itself and neighboring pixels. 
There are several types of spatial filter like linear, nonlinear, smoothing, and 
sharpening. Smoothing filter is used to blur the image and sharpening filter 
is used to highlight the blurred detail. Frequency filters are used to process 
the image in frequency domain. Different types of frequency filters are low-
pass filters, which are used to blur the image, or high pass filters, which are 
used to highlight edges and sharpening. Band pass filtering can be used to 
highlight edges (attenuating low frequencies) and decrease the noise amount 
at the same time (suppressing high frequencies), while band reject filters are 
the opposite of band pass filters.
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5
Segmentation Techniques

Image segmentation is the procedure of separating an image into several 
parts [1–3]. This is normally used to find objects or other significant 
information in digital images. There are various techniques to accomplish 
image segmentation discussed here.

5.1  Thresholding

Thresholding is a procedure of transforming an input grayscale image 
into a binarized image, or image with a new range of gray level, by using a 
particular threshold value [4,5]. The goal of thresholding is to extract some 
pixels from the image while removing others. The purpose of thresholding is 
to mark pixels that belong to foreground pixels with the same intensity and 
background pixels with different intensities.

Threshold is not only related to the image processing field. Rather threshold 
has the same meaning in any arena. A threshold is basically a value having 
two set of regions on its either side, that is, above the threshold or below the 
threshold. Any function can have a threshold value [6]. The function has 
different expressions for below the threshold value and for above the threshold 
value. For an image, if the pixel value of the original image is less than or 
below a particular threshold value it will follow a specific transformation or 
conversion function, if not, it will follow another. Threshold can be global or 
local. Global threshold means the threshold is selected from the whole image. 
Local or adaptive threshold is used when the image has uneven illumination, 
which makes it difficult to segment using a single threshold. In that case, the 
original image is divided into subimages, and for each subimage a particular 
threshold is used for segmentation [7]. Figure 5.1 shows the segmentation 
output with local and global threshold.

5.1.1  Histogram Shape-Based Thresholding

The histogram method presumes that there is some average value for the 
foreground or object pixels and background, but the reality is that the real 
pixel values have some deviation around these average values [8,9]. In that case, 
selecting an accurate image threshold value is difficult and computationally 
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expensive. One comparatively simple technique is the iterative method to find 
a specific image threshold, which is also robust against noise. The steps of the 
iterative method is as follows:

Step 1: An initial threshold (T) is selected arbitrarily by any other 
desired method.

Step 2: The image I(x, y) is segmented into foreground or object pixels 
and background pixels:

	

Object pixels OP
Background pixels BP

( ) { ( , ) : ( , ) }
( ) {
← ≥

←
I x y I x y T

I(( , ) : ( , ) }.x y I x y T< 	
(5.1)

Step 3: The average of each pixel set is calculated.

	 AOP Average of OP←

	 ABP Average of BP←

Step 4: A new threshold is formed, which is the average of AOP and ABP:

	
T

A A
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OP BP←
+( )

.
2 	

(5.2)

Step 5: In step 2, use the new threshold obtained in step 4. Repeat till 
the new threshold matches the one before it.

Assume that the gray level image I(x, y) is composed of a light object in a 
dark background, in such a way that background and object, or foreground 
gray level pixels, can be grouped into two dominant modes. One clear way to 
extract the object pixels from the background is to select a threshold T, which 
divides these two modes. Then any pixel (x, y) where I(x, y) ≥ T is called an 
object pixel, otherwise, the pixel is called a background pixel. Example:

If two dominant modes describe the image histogram, it is called a 
bimodal histogram. Here, only one threshold is sufficient for segmenting or 
partitioning the image. Figure 5.2 shows the bimodal histogram of an image 
and the segmented image.

(A) (B) (C) (D)

FIGURE 5.1
(A) Input image with uneven illumination, (B) and (C) Global thresholding result, (D) Local 
thresholding result.
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If for instance, an image is composed of two or more types of dark objects in 
a light background, three or more dominant modes are used to characterize 
the image histogram, which is denoted as a multimodal histogram. Figure 5.3 
shows the multimodal histogram of an image and the segmented image.

5.1.2  Clustering-Based Thresholding

K-means Thresholding Method: The steps of K-means algorithm for selecting the 
threshold is as follows [10]:

Step 1: Class centers (K) are initialized:
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	 where j = 1,2,…,k; Cj0 is the first class center of jth class; Gmin and Gmax 
are the minimum and maximum gray value of the sample space.

Step 2: Assign every point of the sample space to its nearest class center 
based on Euclidean Distance:

	 D G Cj i i j, ( ),= −abs 	 (5.4)

	 where j = 1,2,…,k; i = 1,2,…,P; Dj,i is the distance from an ith point to 
the jth class, and P is the total number of points in the sample space.

Step 3: Compute the (K) new class centers from the average of the points 
that are assigned to it:

	
C

Pi
Gjnew = ∑

1
,
	

(5.5)

FIGURE 5.2
The bimodal histogram and the segmented image.

FIGURE 5.3
The multimodal histogram and the segmented image.
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	 where j = 1,2,…,k and Pi is the total number of points that are assigned 
to the ith class in step 2.

Step 4: Repeat step 2 for change in the class center; otherwise stop the 
iteration.

Step 5: The threshold is calculated by the mean of the kth class center 
and (k − 1) class center:

	
T C Ck k= + −

1
2

1( ).
	

(5.6)

The result of the image segmentation is shown in Figure 5.4.

Otsu-Clustering Thresholding Method: This method is used to select a threshold 
value by minimizing the within class variances of two clusters [11,12]. The 
within-class variance can be expressed by Equation 5.7:

	 σ σ σw b b f fT P T T P T T2 2 2( ) ( ) ( ) ( ) ( ),= + 	 (5.7)

where Pf and Pb are the probability of foreground and background class 
occurrences; T is the initial threshold value, which is randomly selected 
by some algorithm, and σ f

2  and σb
2 are the variances of foreground and 

background clusters.
The probability of foreground and background class occurrences can be 

denoted by Equation 5.8:
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where G is the gray level values {0,1,…,L − 1} and p(G) is the probability mass 
function of G.

FIGURE 5.4
The output of image segmentation with different k values.
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The variances of foreground and background clusters are defined by 
Equation 5.9:
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where Mb and Mf are the means of background and foreground clusters 
respectively and can be defined by Equation 5.10:
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A lot of computations are involved in computing the within class variance 
for each of the two classes for every possible threshold. Thus, the between-
class variance is computed by subtracting the within class variance from the 
total variance:
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σtotal
2  and Mtotal can be expressed by the Equation 5.12:
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The main advantage of this method is its simple computation.
Figure 5.5 shows the segmented output using a different number of clusters.

FIGURE 5.5
Segmented output using the Otsu clustering thresholding method.
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5.1.3  Entropy-Based Thresholding

This method is created based on the probability distribution function of the 
gray level histogram [13,14]. Two entropies can be calculated: one for black 
pixels and the other for white pixels:
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where g(i) is the normalized histogram.
The optimal single threshold value is selected by maximizing the entropy 

of black and white pixels, and can be depicted by Equation 5.14:
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p optimal threshold values can be found by Equation 5.15:
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Figure 5.6 shows the output of the segmented image using an entropy-
based method.

FIGURE 5.6
Segmented output using entropy-based method.
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5.2  Edge-Based Segmentation

Edge segmentation is a vital area of research, as it helps higher-level image 
exploration [15]. Detection of edges is an important tool for image segmentation. 
The representation of the edge of an image meaningfully decreases the 
amount of data to be processed, however, it holds vital information about 
the shapes of objects in the scene [16]. Edges are basically local variations in 
image intensity. Edge detection approaches convert original images into edge 
images depending on the variations of gray tones in the image. Image edge 
detection is used in many applications like object shape identification, medical 
image processing, biometrics, and so on [17,18]. There are three different types 
of discontinuities in the gray level such as points, lines, and edges. Spatial 
masks can be used to identify these three types of image discontinuities.

5.2.1  Roberts Edge Detector

The Roberts edge detection technique is used to highlight high spatial 
frequency regions of the image, which corresponds to edges. The input to 
the operator is a grayscale image [19]. A mask is used to compute the output, 
which operates on each pixel values of the input image. Figure 5.7 shows the 
values of the mask. Here, Mx is the mask used in the horizontal direction and 
My is the mask used in the vertical direction.

Figure 5.8 shows the detected edge output using a Roberts edge detector.

FIGURE 5.7
Masks used in Roberts edge detection.

FIGURE 5.8
Edge detection using the Roberts edge detector.
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5.2.2  Sobel Edge Detector

The Sobel edge detection method uses the Sobel approximation to the 
derivative to highlight edges [19,20]. It leads the edges at those points where 
the gradient is highest. The operator comprises of a pair of 3 × 3 kernels, or 
masks, as shown in Figure 5.9. One kernel is simply the 90° rotated version 
of other. Here, Mx is the mask used in the horizontal direction and My is the 
mask used in the vertical direction.

Figure 5.10 shows the detected edge output using a Sobel edge detector.

5.2.3  Prewitt Edge Detector

The Prewitt edge detection is used to assess the orientation and magnitude 
of an edge [19]. The operator comprises of a pair of 3 × 3 kernels, or masks, 
as shown in Figure 5.11. Like the Sobel operator, one kernel is simply the 
90°-rotated version of the other. Here, Mx is the mask used in the horizontal 
direction and My is the mask used in the vertical direction.

Figure 5.12 shows the detected edge output using a Prewitt edge detector.

5.2.4  Kirsch Edge Detector

Kirsch edge detection uses a single mask and rotates it to eight directions: 
North, West, East, South, Northwest, Southwest, Southeast, and Northeast [21]. 

FIGURE 5.9
Masks used in Sobel edge detection.

FIGURE 5.10
Edge detection using the Sobel edge detector.
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The edge magnitude is denoted as the maximum value found by convolution 
of each mask with the image. The masks are defined as shown in Figure 5.13.

Figure 5.14 shows the detected edge output using a Kirsch edge detector.

5.2.5  Robinson Edge Detector

The Robinson method is implemented by using coefficients of 0, 1, and 2 
[22]. The masks are symmetrical around their directional axis, which is 
composed of zeros. The edge magnitude is the maximum value obtained by 
convolving the mask with the image pixel neighborhood, and the edge angle 
can be obtained by the angle of the line of zeroes in the mask containing the 
maximum response. The masks are shown in Figure 5.15.

Figure 5.16 shows the detected edge output using a Robinson edge detector.

FIGURE 5.11
Masks used in Prewitt edge detection.

FIGURE 5.12
Edge detection using the Prewitt edge detector.

FIGURE 5.13
Masks used in Kirsch edge detection.
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5.2.6  Canny Edge Detector

A canny edge detector is used to find the edge of an image by separating 
noise from the image prior to edge extraction [23,24]. The steps are as follows:

Step 1: The image I(x, y) is convolved with a Gaussian function G to 
reduce the noise and to get a smooth version of the image:

	 S x y I x y G( , ) ( , ) .← ∗ 	 (5.16)

FIGURE 5.14
Edge detection using the Kirsch edge detector.

FIGURE 5.15
Masks used in Robinson edge detection.

FIGURE 5.16
Edge detection using the Robinson edge detector.
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Step 2: Gradient magnitude and direction is calculated for every pixel 
of S(x, y), as obtained before.

Step 3: Nonmaximal suppression is applied to the gradient magnitude.
Step 4: Finally, a threshold is applied to the nonmaximal suppression 

image.

Figure 5.17 shows the detected edge output using Canny edge detector.

5.2.7  Laplacian of Gaussian (LoG) Edge Detector

LoG of an image I(x, y) is defined [25] by a second order derivative defined as:
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It smoothes the image and the Laplacian is also calculated. This results 
in a double edge image. Zero crossings are found out from the filtered 
image to find the edge. This operator is used to find a pixel in the light 
or dark side of the edge. The masks used in this operation are shown in 
Figure 5.18 where Mx and My are the masks used in the horizontal and 
vertical direction.

Figure 5.19 shows the detected edge output using an LoG edge detector.

FIGURE 5.17
Edge detection using a Canny edge detector.

FIGURE 5.18
Masks used in LoG edge detection.
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5.2.8  Marr-Hildreth Edge Detection

The Marr-Hildreth method is a technique of highlighting edges in continuous 
curves wherever there are quick variations in image brightness [26]. The LoG 
function is used as the convolution function. Then zero-crossings are found 
in the filtered result to find the edges. Algorithmic steps for the Marr-Hildreth 
edge detector are as follows:

Step 1: The image is convolved with the Gaussian function for smoothing
Step 2: 2D Laplacian is applied to the smoothed image
Step 3: Analyze the sign change by looping through the result
Step 4: If a sign change occurs, and if the slope across the sign change is 

greater than a threshold, then consider it as an edge.

Figure 5.20 shows the detected edge output using a Marr-Hildreth edge 
detector.

FIGURE 5.19
Edge detection using the LoG edge detector.

FIGURE 5.20
Edge detection using the Marr-Hildreth edge detector.
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5.3  Region-Based Segmentation

Region-based segmentation is used to split or merge regions in the image 
based on some similar or common image properties such as intensity values 
of the region, texture, or pattern of the region and so on [27,28]. This can be 
divided into two main types: region growing or region merging and region 
splitting.

5.3.1  Region Growing or Region Merging

This is a method to group, or merge, pixels or subregions into larger regions 
based on some property or image attributes [29]. This method starts with a 
set of seed points and is based on some similar properties such as texture, 
gray level, shape, color, and so forth; the neighboring pixels are appended 
or added with the seed region. One such method is to divide the image into 
2 × 2 or 4 × 4 regions and check each one. In the worst case the seed can be 
a single pixel. Merging is done until no neighboring pixels are left with the 
same property. Finally, the region is extracted from the image and a new seed 
is defined to merge other similar regions. If the homogeneous regions are 
small, region growing or merging is preferred.

5.3.2  Region Splitting

This method is just the opposite of region growing [30]. Region splitting starts 
with the whole image and is divided until a uniform subregion is found. 
The main drawback of this method is that it is very difficult to find a proper 
location to make the partition. If the homogeneous regions are large, region 
splitting is preferred.

5.4  Summary

Image segmentation is generally used to separate an image into different 
parts, or to extract significant information from the image. Thresholding 
is one of the procedures for image segmentation. The goal of thresholding 
is to extract some pixels from the image while removing others. There are 
different methods to select the threshold value like a histogram shape-
based method, clustering-based method, and entropy-based method. 
In the histogram shape-based method peaks, valleys, and curvatures of 
the histogram are analyzed. In a clustering-based method, the image is 
clustered into different parts based on the pixel values. There are different 
clustering-based methods like k-means, or Otsu. The entropy-based method 
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is developed based on the probability distribution function of the gray level 
histogram. There are different edge-based segmentations like Sobel, Canny, 
Prewitt, Robinson, Robert, Kirsch, LoG, and Marr-Hildreth. The Roberts 
edge detection technique is used to highlight high spatial frequency regions 
of the image, which corresponds to edges. The Sobel edge detection method 
uses the Sobel approximation to the derivative to highlight edges. The 
Prewitt edge detection is used to assess the orientation and magnitude of 
an edge. The Kirsch edge detection use a single mask and rotates it to eight 
directions: North, West, East, South, Northwest, Southwest, Southeast, and 
Northeast. The Robinson method is same as the Kirsch method but the only 
difference is that it is implemented by using the coefficients of 0, 1, and 2. 
A Canny edge detector is used to find the edge of the image by separating 
noise from the image prior to edge extraction. The LoG operator is used 
to find a pixel in the light or the dark side of the edge. The Marr-Hildreth 
method is a technique of highlighting edges in continuous curves wherever 
there are fast variations in image brightness. Segmentation can be done 
based on region properties. In region growing, or merging, first a small 
region is taken, then based on some similar property the neighboring pixels 
are added to that region. In region splitting, the whole image is split into 
sun regions that satisfy the predefined similarity or homogeneity property.
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6
Mathematical Morphology Techniques

6.1  Binary Morphology

Binary images generally contain several flaws [1]. The binary regions which 
are created by simple thresholding can contain noise. Morphological image 
processing is used to remove these imperfections of the image. Morphological 
techniques use a small shape or template called a structuring element. The 
structuring element is placed in all possible positions in the image and is 
compared with the corresponding neighborhood of pixels. Some procedures 
check whether the structuring element “fits” inside the neighborhood, while 
others check whether it intersects or “hits” the neighborhood. Figure 6.1 
shows the effect of a structuring element on image pixel.

Through the binary morphological operation on a binary image [2], another 
new binary image is created which contains nonzero pixel values only if 
the test is successful for that particular location of the input image. The 
structuring element is a small matrix of pixels, that is, a small binary image, 
with values of either zero or one. The arrangement of zeroes and ones denotes 
the shape of the structuring element. The origin of the structuring element is 
generally one of its pixels. The size of the structuring element is usually odd in 
dimension, and the center pixel is considered as the origin of the structuring 
element. Figure 6.2 shows some examples of structuring elements.

When a structuring element is positioned onto a binary image, each pixel 
of the binary image is associated with the pixels of the structuring element. 
The structuring element is considered to fit the image if, for all of its pixels 
containing the value 1, the associated image pixel is also 1. Likewise, a 
structuring element is considered to intersect or hit an image if at least for 
one of its pixels containing the value 1 the associated image pixel is also 1. 
Figure 6.3 demonstrates the effect of hit and fit.

The structuring elements having zero valued pixels are ignored.

6.1.1  Erosion

The erosion operation [3,4] (denoted by ) between a binary image I(x, y) and 
a structuring element S, creates a new binary image E(x, y) with ones in each 
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(A) (B)

FIGURE 6.1
(A) White pixels contain zero value, and nonzero pixels contain nonzero value, (1) The 
structuring element neither fits, nor hits the image, (2) The structuring element fits the image, 
(3) The structuring element hits the image; (B) structuring element.

(A) (B) (C) (D)

FIGURE 6.2
Orange pixel is the origin of the structuring element, (A) 5 × 5 square-shaped structuring 
element, (B) 5 × 5 diamond-shaped structuring element, (C) 5 × 5 cross-shaped structuring 
element, (D) 3 × 3 square-shaped structuring element.

(A) (B) (C) (D)

FIGURE 6.3
(A) Superimposing of structuring element, (B) Structuring element S1, (C) Structuring element 
S2, and (D) Fitting and hitting of a binary image with structuring elements S1 and S2.
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and every locations (x, y) at which that structuring element S fits the input 
image I and zero otherwise: 

	 E x y I S( , ) .=  	 (6.1)

Erosion with a small (e.g., 3 × 3 or 5 × 5) structuring element shrinks an 
image by removing a pixel layer from both the outer and inner boundaries of 
image regions. So, image details are removed and different gaps and holes of 
the image regions become larger. Figure 6.4 shows the output of erosion with 
a 5 × 5 structuring element.

Erosion with a large structuring element has a more prominent effect. The 
erosion result with a large structuring element can be the same if a smaller 
structuring element of the same shape is iteratively applied to an image. For 
example, if S1 and S2 are two structuring elements duplicate in shape, but the 
size of S2 is twice that of S1, then

	 I S I S S  2 1 1= ( ) .	 (6.2)

By using erosion small details of the image can be removed, and thus the 
size of the region of interest can be reduced. The boundary (B) of an image 
region can be obtained by subtracting the eroded image from the original 
image:

	 B I I S= −( ). 	 (6.3)

6.1.2  Dilation

The dilation operation [5,6] (denoted by ⊕ ) between a binary image I(x, y) 
and a structuring element S, creates a new binary image D(x, y) with ones in 
each and every location (x, y) where that structuring element S hits the input 
image I and 0:

	 E x y I S( , ) .= ⊕ 	 (6.4)

Thus, dilation is just the opposite of erosion. It adds a pixel layer to both the 
outer and inner boundaries of image regions. Figure 6.5 shows the output of 
dilation with a 5 × 5 structuring element.

FIGURE 6.4
Output of erosion of a binary image.
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By using dilation, the holes of a binary image can be filled and gaps between 
different regions can be reduced.

6.1.3  Opening

The opening operation [7] (denoted by ) between a binary image I(x, y) and a 
structuring element S, creates a new binary image O(x, y), which is basically 
erosion followed by dilation:

	 I S I S S = ( ) . ⊕ 	 (6.5)

The opening is used to open up gaps between connected regions within 
the image. Figure 6.6 shows the output of opening with 7 × 7 structuring 
element.

Once the connected regions within the image are opened by using a 
structuring element, there is no further opening effect on that image using 
that particular structuring element:

	 I S I S S  = ( ) .	 (6.6)

6.1.4  Closing

The closing operation [7] (denoted by ·) between a binary image I(x, y) and a 
structuring element S, creates a new binary image C(x, y), which is basically 
dilation followed by erosion:

	 I S I S S⋅ = ( ) .⊕  	 (6.7)

A closing operation is used to connect or fill holes in the image regions 
while maintaining the initial region sizes. Figure 6.7 shows the output of 
closing with a 7 × 7 structuring element.

FIGURE 6.6
Output of opening of a binary image.

FIGURE 6.5
Output of dilation of a binary image.
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Once the holes are connected within the image by using a structuring 
element, there is no further closing effect on that image using that particular 
structuring element:

	 I S I S S⋅ = ⋅ ⋅( ) .	 (6.8)

6.1.5  Hit and Miss

The hit and miss operation [8] (denoted as ⊙) permits to develop information 
on how objects in a binary image are associated to their neighbors. The 
operation calls for a matched pair of structuring elements, {S1, S2}, that 
investigate the outside and inside, individually, of objects in the image:

	 I S S I S I SC { , } ( ) ( ).1 2 1 2= ∩  	 (6.9)

Here, IC is the complement of I.
An object pixel is conserved by this operation if and most effective if S1 

transformed to that pixel fits inside the object and S2 transformed to that pixel 
fits outside the object. Figure 6.8 shows the output of a hit and miss operation.
It is assumed that S1 ∩ S2 = NULL. This operation is generally used for 
detecting particular shapes where two structuring elements present that 
particular shape.

6.1.6  Thinning

The thinning operation is to some extent like opening or erosion [8], which 
is used to eliminate selected foreground pixels from binary images. It is 
generally used for skeletonization. Thinning is usually particularly applied 
to binary images, and results in another binary image as output. Thinning 

FIGURE 6.8
Output of hit and miss of a binary image.

FIGURE 6.7
Output of closing of a binary image.



78 A Beginner’s Guide to Image Preprocessing Techniques

operations can be expressed by hit and miss operations. The thinning of an 
image I by a structuring element S is:

	 Thin hit_and_miss( , ) ( , ),I S I I S= − 	 (6.10)

where “-” is a logical subtraction and can be denoted by two binary images 
A and B: A B A B− = ∩ . Figure 6.9 shows the output of a thinning operation.

6.1.7  Thickening

Thinning operation is to some extent like closing or dilation [8], which is used 
to grow selected foreground pixels from binary images. It is usually used to 
determine the estimated convex hull of a shape. Thickening is normally only 
applied to binary images, and it produces another binary image as output. 
A thickening operation can be expressed by a hit and miss operation. The 
thickening of an image I by a structuring element S is:

	 Thick hit_and_miss( , ) ( , ).I S I I S= ∪ 	 (6.11)

Thus, the thickened image consists of the original image and additional 
foreground pixels produced by the hit-and-miss operation. Figure 6.10 shows 
the output of a thickening operation.

6.2  Grayscale Morphology

Grayscale morphology [9] is basically a multidimensional simplification of 
the binary morphology.

FIGURE 6.9
Output of thinning of a binary image.

FIGURE 6.10
Output of thickening of a binary image.
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6.2.1  Erosion

The erosion of a grayscale image I(x, y) by the structuring element S(x, y) can 
be expressed as:

	
I S I x s y t S x y

s t B
 = + + −

∈
min ( , ) ( , ){ }.

, 	
(6.12)

Here, B is the space in which S(x, y) is defined. In grayscale erosion, the 
local minimum grey level in the image is considered over the region defined 
by the structuring element [10]. The image becomes darker with the erosion 
operation and light details are reduced. Figure 6.11 shows the output of an 
erosion operation.

6.2.2  Dilation

The dilation of a grayscale image I(x, y) by the structuring element S(x, y) can 
be expressed as:

	
I S I x s y t S x y

s t B
⊕ = − − +

∈
max ( , ) ( , ){ }.

, 	
(6.13)

Here, B is the space in which S(x, y) is defined. In grayscale dilation, the 
local maximum gray level in the image is considered over the region defined 
by the structuring element [11]. The image become brighter by the dilation 
operation and dark details are reduced. Figure 6.12 shows the output of a 
dilation operation.

6.2.3  Opening

The opening of a grayscale image I(x, y) by the structuring element S(x, y) can 
be expressed as:

	 I S I S S = ( ) . ⊕ 	 (6.14)

FIGURE 6.11
Output of erosion of a grayscale image.



80 A Beginner’s Guide to Image Preprocessing Techniques

In the grayscale opening, bright details are reduced. Figure 6.13 shows the 
output of the opening operation.

6.2.4  Closing

The closing of a grayscale image I(x, y) by the structuring element S(x, y) can 
be expressed as:

	 I S I S S⋅ = ( ) .⊕  	 (6.15)

In grayscale closing, the dark details are reduced. Figure 6.14 shows the 
output of the closing operation.

6.3  Summary

Morphology is used to remove the imperfections of the image. The output 
of morphology is generated by using a structuring element. Morphology 

FIGURE 6.13
Output of opening of a grayscale image.

FIGURE 6.12
Output of dilation of a grayscale image.
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operations are applicable in binary as well as grayscale images. Some 
examples of morphological operations are erosion, which is used to shrink 
binary images and darken grayscale images; dilation, which is used to fill 
up gaps in binary images and lighten grayscale images; opening, which is 
used to open up gaps between connected regions within binary images and 
where bright details of grayscale images are reduced; closing, which is used 
to connect or fill holes in binary image regions and where dark details of 
grayscale images are reduced; thinning, which is mainly applied to binary 
image for thinning and thickening, and is used to determine the estimated 
convex hull of a binary shape.
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7
Other Applications of Image Preprocessing

7.1  Preprocessing of Color Images

A color image has a huge quantity of information. If the color information is 
hidden, human eyes may fail to analyze it [1]. Moreover, small alterations in 
image features such as color, intensity, texture, and so forth are truly hard 
to accomplish. Thus, preprocessing of color images is needed to preserve 
the reliability of edges and other detailed information needed for further 
processing.

There are two types of color image processing: pseudo color or false color 
processing, and full color or true color processing. The purpose of pseudo 
color processing is to color a grayscale image by assigning different colors 
in different intensity ranges of a gray level image [2]. Pseudo color is also 
called false color, as the colors are not originally present in the grayscale 
image. The human eye can interpret about two dozens of gray shades in 
a grayscale image, whereas it can interpret nearly 1000 variations of colors 
in a color image [3]. Thus, if a given grayscale image is converted to color 
by using pseudo color processing, the interpretation of different intensities 
becomes much more convenient, as compared to an ordinary grayscale 
image. Pseudo coloring can be done by an intensity slicing method. Suppose 
there are L number of intensity values in a grayscale image I(x, y), which 
varies from 0,…,(L − 1). In this case, l0 represents black where I(x, y) = 0 and 
lL−1 represents white where I(x, y) = L − 1. Suppose there are P number of 
planes perpendicular to the intensity plane where 0 < P < L − 1. These 
planes are placed to the intensity levels l1,l2… , lP . P number of planes divide 
the intensities to P + 1 number of intervals. So, the color Ck is assigned to the 
gray level intensity at position (x, y) can be denoted by f(x, y) = Ck if I(x, y) ∈ Dk 
where Dk is the intensity range between lk and lk+1. Thus, it can be said that P 
number of planes divide the intensities to P + 1 number of intervals denoted 
by D1,D2,… , DP+1. By using this concept the gray level intensity range can be 
divided into some intervals, and for each interval a particular color can be 
assigned. In this way a grayscale image can be colored—this procedure is 
known as pseudo coloring. Figure 7.1 shows the pseudo coloring image of 
a grayscale image [4]. In the pseudo color image we can visualize different 
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intensities of the image region with different colors, which are almost flat in 
the grayscale image. So, using a pseudo color image, intensities of the image 
are much more interpretable or distinguishable than in a grayscale image. In 
case of an RGB image, colors are added to R, G, and B channels separately 
and the combination of R, G, and B channels enables the interpretation of 
pseudo color images [5].

Grayscale to color image conversion can be done by the transformations 
shown in Figure 7.2.

In Figure 7.2 I(x, y) is the grayscale image, which is transformed by three 
different transformations: RED transformation, GREEN transformation, 
and BLUE transformation [6]. RED, GREEN, and BLUE transformations give 
the red, green, and blue plane output of the input grayscale image, which is 
given by IR(x, y), IG(x, y), and IB(x, y). When these three planes are combined 
together and displayed in a color display system it is known as a pseudo color 

(A) (B)

FIGURE 7.1
(A) Grayscale image, (B) Pseudo color image.

FIGURE 7.2
Grayscale to color transformation.
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image. For example, Equation 7.1 denotes the transformation functions used 
to generate the color image, and Figure 7.3 shows the color transformation of 
a grayscale image by using Equation 7.1:

	

I x y I x y

I x y I x y

I x y I x y

R

G

B

( )
( )
( )

, ( , )
, . ( , )
, . ( , ).

=
= ×
= ×

0 33
0 11 	

(7.1)

In this example, to convert the grayscale image to color, the exact intensities 
of the grayscale image are copied to the red plane, but the degraded version 
of intensities of the original grayscale image are used in the green and 
blue plane. The combination of this red, green, and blue plane is shown in 
Figure 7.3.

In the full color, or true color image preprocessing, the actual color of the 
image is considered [7]. In such types of images, the colors can be specified 
by using different color models like RGB (Red-Green-Blue), HSI (Hue-
Saturation-Intensity), CMY (Cyan-Magenta-Yellow), and so on. In some cases, 
color image processing can be more convenient in a particular color model 
while less convenient in some other color model. In such cases, the image is 
converted from one color model to another color model. Figure 7.4 shows the 
representation of different color components, or color planes, of an image in 
the RGB color model.

Figure 7.5 shows the representation of different color components, or color 
planes, of an image in the HSI color model.

Figure 7.6 shows the representation of different color components, or color 
planes, of an image in the CMY color model.

(A) (B)

FIGURE 7.3
(A) Grayscale image, (B) Pseudo color transformed image.
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Different preprocessing transformation [8] operations can be done in these 
color models, such as intensity modification represented by Equation 7.2:

	 f x y T O x y( , ) ( , ),= × 	 (7.2)

where 0 < T < 1, O(x, y) is the input image and f(x, y) is the processed image. 
So, if the image in the RGB color space is considered, then Equation 7.2 can 
be rewritten, as shown in Equation 7.3:

	 f x y T O x yi i( ), ( , ),= × 	 (7.3)

FIGURE 7.4
Red, Green, and Blue plane of RGB color image.

FIGURE 7.5
Hue, Saturation and Intensity plane of HSI color image.

FIGURE 7.6
Cyan, Magenta, and Yellow plane of CMY color image.



87Other Applications of Image Preprocessing

where i = 1,2, and 3, which represents the red, green, and blue planes of the 
RGB color model, respectively. From Equation 7.3 it can be said that in case 
of an RGB color image, all the three planes are scaled by the same scaling 
factor, T.

If intensity modification is done for an HSI color image, then the scaling 
is done only in the I plane of the input image, as this is the only plane of the 
HSI color model representing the intensity. The hue and saturation of the 
processed image will remain the same as in the input image. Thus, in this 
case Equation 7.2 can be rewritten, as shown in Equation 7.4:

	

f x y O x y

f x y O x y

f x y T O x y

1 1

2 2

3 3

( )
( )
( ) ( ).

, ( , )
, ( , )
, ,

=
=
= × 	

(7.4)

Similarly, the intensity modification in CMY color space can be represented 
by Equation 7.5:

	 f x y T O x y Ti i( ) ( ), , ( ),= × + −1 	 (7.5)

where i = 1,2, and 3, which represents the cyan, magenta, and yellow planes 
of the CMY color model, respectively.

From these intensity transformations it can be said that the computation 
using the HSI color space is minimum, as compared to RGB and CMY color 
space, because in the RGB and CMY color space the scaling is done in all three 
color planes. Figure 7.7 shows the intensity-modified output for the HSI color 
image with a scaling factor of 0.5.

Color complement is another preprocessing [9] transformation, which can 
be done in true color image. Let us first take a look at the color wheel, or color 
circle, which is shown in Figure 7.8.

In Figure 7.8, it can be seen that the colors diagonally opposite in the color 
wheel are complementary colors, such as cyan which is the complementary 

(A) (B)

FIGURE 7.7
(A) Original Image, (B) Intensity modified image.
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color of red and vice versa, or yellow which is the complementary color of 
blue and vice versa, and so on. Color complement is analogous to grayscale 
negative. Thus, if the same transform function, which is used to generate 
grayscale negative, is applied in different planes of the color image, a color 
complement image is generated. This can be represented by Equation 7.6 and 
Figure 7.9, which shows the color complement image of an RGB color input 
image:

	 f x y L O x yi i( ) ( ),, ,= − −1 	 (7.6)

where i = 1,2, and 3, Oi(x, y) is the input image, L is the maximum number 
of color shades (in case of RGB L = 256), and fi(x, y) is the processed image.

From Figure 7.9 it can be seen that the complement of an input image looks 
like the photographic negative of a color image.

Color slicing is the next preprocessing [10] transformation that can be 
applied to the true color or full color image. Color slicing is used to highlight 
a certain color range in an image, and thus it is useful to find an object of a 
certain color in an image. In this method, it is assumed that all the colors of 
interest lie within a cube of width, say W, centered at the prototypical color 
whose components are given by some vector say C1, C2, and C3, as shown in 
Figure 7.10.

FIGURE 7.8
Color wheel.
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The color slicing transformation can be denoted by Equation 7.7:

	

f x y
O x y C

W
i

O x y
i

i i

i

( ),
. | ( , ) | .

( , ),
=

− >











∀ ≤ ≤0 5

2
1 3if

otherwisse








 	

(7.7)

FIGURE 7.9
Complementary image output.

FIGURE 7.10
Cube of width W.
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This means all the colors outside the cube of width W will be represented by 
some insignificant color, but inside the cube the original colors are retained. 
Figure 7.11 shows the output of the color slicing where only the red shades 
are kept.

The next type of preprocessing transformation of the color image is tone 
correction [11]. This is again analogous with the intensity enhancement, or 
contrast enhancement, of the grayscale image. A color image may have a 
flat tone, light tone, or dark tone. These tones represent the distribution of 
different color intensities within the color image or RGB image. The form of 
transformation function used to correct the tone of flat, light, and bark-toned 
image is shown in Figure 7.12.

In case of light tone image wide range of intensities in the input image is 
mapped to narrow range intensities in the output image so that the output 
image become dark. In case of dark tone image narrow range of intensities in 
the input image is mapped to wide range intensities in the output image so 
that the output image become light.

Other types of color image preprocessing involve histogram equalization, 
segmentation of color images, and so on Figure 7.13 through 7.16.

7.2 � Image Preprocessing for Neural 
Networks and Deep Learning

Deep learning has really become a main research area in the past few 
years [12]. Deep learning uses neural networks, which need a large number 
of training data and are comprised of many of hidden layers. These models 
are used in speech, vision, image, video, language processing, and so forth.

For an image, providing the image pixel values directly into a neural network 
may cause numerical overflows [13,14]. Also, some objective and activation 

FIGURE 7.11
Output of color slicing.
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FIGURE 7.12
Tone correction.

(A) (B)

FIGURE 7.13
(A) Original image, (B) Image output after histogram equalization.
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(A) (B)

FIGURE 7.14
(A) Original image, (B) Segmented output using 5 bins.

(A) (B)

FIGURE 7.15
(A) Original Image, (B) Image output after filtering or masking. Here only the red shades are 
kept in color and rest of the image is desaturated.

(A) (B)

FIGURE 7.16
(A) Original image, (B) Image Otsu thresholding output.
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functions are not compatible with all kinds of input. The wrong arrangement 
produces a poor result during the learning phase of a neural network [15–17]. 
To construct an efficient neural network model, cautious attention is required 
to build the network architecture as well as the input data format. The most 
common image data input factors are the number of images, image width, 
image height, number of levels per pixel, and number of channels. For an RGB 
image, there are three channels of data representing the colors (pixel intensity 
values) in Red, Green, and Blue channels, which range between 0 and 255 [18,19].

A number of preprocessing steps are needed prior to using this in any 
Deep Learning project. Some of the most common preprocessing steps are 
discussed below.

Unvarying Aspect Ratio: Most of the neural networks presume that the input 
image is square in shape. So, it is essential to check every image to ensure 
it is square or not [20], and cropped properly, as shown in Figure 7.17. While 
cropping, usually the center part is kept.

Scaling of Images: After making all images square in shape, scaling of each 
image is properly done [21,22]. For example, suppose the image is of size 
250 × 250 pixels and we have to obtain an image with a height and width 
of 100 pixels. Therefore, the height and width of each image are scaled by a 
factor of 0.4 (100/250). The same applies for up-scaling.

Normalization of Image Inputs: Image data normalization [23,24] is a vital 
step, which confirms a similar data distribution for every input data. This 
helps to converge the network faster while training it. In image processing, 
normalization helps to change the pixel intensity range. There are three types 
of normalization: data rescaling, data standardization, and data stretching. 
Data rescaling is further divided into linear and nonlinear rescaling.

The linear data scaling can be represented by Equation 7.8:
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where IMax and IMin are the maximum and minimum intensities of the original 
image, and INewMax and INewMin are the maximum and minimum intensities 
of the normalized image. For example, suppose the image has the intensity 

FIGURE 7.17
Cropping of image data.
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range 30–120 and the desired range is 0–255. First, 30 is subtracted from every 
pixel intensity. Then each pixel intensity is multiplied with 255/90, making 
the range between 0 and 255.

The nonlinear data scaling is represented by Equation 7.9, which follows a 
sigmoid function:
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(7.9)

where β denotes the intensity around which the range is centered, and α 
denotes the width of the input intensity.

Data standardization is the second way to normalize image data, where the 
average of the data is subtracted from the image and divided by its standard 
deviation. The spreading of such data looks like a Gaussian curve with 
mean = 0, and a standard deviation (std) = 1. Data standardization can be 
represented by Equation 7.10:
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Data stretching is the third way to normalize image data, where the data 
are braced to a maximum and minimum value, and can be represented by 
using Equation 7.11:
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Here, image data values greater than d are set to d, and the same occurs 
inversely with c.

Reduction in Dimension: Sometimes the three channels of an RGB image [25] 
are collapsed into a single grayscale channel. Reduction in the dimension 
of image data is often needed when the neural network performance is 
permitted to be dimension-invariant.

Augmentation of Image Data: The next preprocessing technique [26] includes 
augmenting the image data with disturbed versions of the present images. 
Rotation, scaling, and other affine transformations are usually used to 
augment image data. This prevents the neural network from recognizing 
unwanted characteristics present in the disturbed version of image data.

7.3  Summary

The need of preprocessing of color images in the field of Deep Learning is 
discussed in this chapter. Color image processing includes pseudo color and 
full color or true color processing. The purpose of pseudo color processing is 
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to color a grayscale image by assigning different colors to different intensity 
ranges of a gray level image. In the case of an RGB image, colors are added 
to the R, G, and B channels separately, and the combination of R, G, and 
B channels allows for the interpretation of a pseudo color image. Through 
pseudo color images, we can visualize different intensities of the image region 
with a different color, which would be almost flat in the grayscale image. 
Thus, using the pseudo color image, intensities of the image are much more 
interpretable or distinguishable than for a grayscale image. In the full-color 
image, the actual color of the image is considered. In such types of images, the 
colors can be specified by using different color models like RGB (Red-Green-
Blue), HSI (Hue-Saturation-Intensity), CMY (Cyan-Magenta-Yellow), and so 
on. Different preprocessing transformation operations can be performed on 
these color models such as intensity modification, color complement, color 
slicing, tone correction, histogram equalization, segmentation of the color 
image, and so forth.
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